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ABSTRACT
Large macroblocks, pre-designeddatapaths,embeddedmemories
and analogblocks are increasinglyusedin ASIC designs. How-
ever, robust algorithmsfor large-scaleplacementof suchdesigns
have only recentlybeenconsideredin the literature,and improve-
mentsby over 10% per paperarestill common. Large macroscan
behandledby traditional�oorplanning,but areharderto accountfor
in min-cutandanalyticalplacement.On theotherhand,traditional
�oorplanning techniquesdo not scaleto large numbersof objects,
especiallyin termsof solutionquality.

Weproposeto integratemin-cutplacementwith �x ed-outline�oor -
planningto solve the more generalplacementproblem,which in-
cludescell placement,�oorplanning,mixed-sizeplacementandachi-
eving routability. At every stepof min-cut placement,eitherparti-
tioning or wirelength-driven,�x ed-outline�oorplanning is invoked.
If thelatterfails,weundoanearlierpartitioningdecision,mergead-
jacentplacementregionsand re-�oorplan the larger region to �nd
a legal placementfor the macros.Empirically, this framework im-
provesthescalabilityandqualityof resultsfor traditionalwirelength-
driven �oorplanning. It hasbeenvalidatedon recentdesignswith
embeddedmemoriesandaccountsfor routability. Additionally, we
proposethat free-shaperectilinear�oorplanning can be usedwith
roughmodule-areaestimatesbeforesynthesis.

1. INTRODUCTION
Theamountof embeddedmemoryusedon a chip is expectedto

grow dramaticallyin the next few years[26], from around50% of
thedieareatodayto 70%by 2005,and90%by 2011.Thisgrowth is
mostlyfueledby chipsfor high-bandwidthcommunication,portable
multi-media,interactive consumerelectronicsandindustrialembed-
dedsystems.While memoriesandrandomlogic have traditionally
beenmanufacturedusingdifferentsemiconductorprocesses,today
most foundriesoffer hybrid processesthat canproducereasonably
densememoriesembeddedin randomlogic with fastgatesandso-
phisticatedinterconnect[26]. Theuseof on-chipmemoriessubstan-
tially improvesenergy-ef�ciency andresponselatency, while reduc-
ing weight,form factorandassemblycosts.

Physicaldesignwith largepre-designedcircuit blocksis moredif-
�cult thanconventionalstandard-celllayout.While commerciallay-
out tools have considerablyimproved in the last two years,the lo-
cationsof largeblocksarestill typically determinedmanually. Per-
hapsthemostobvious challengeis theminimizationof wirelength,
which also affects routability. Optimization of wirelength is the
most prevalent approachto placementand �oorplanning, and en-
ablesotheroptimizationsthroughtheuseof netweightsandbounds
[13, 15]. Moreover, wirelengthoptimizationappearsnecessary—
a recentstudy [25] from Intel shows that 51% of dynamicpower
in currently-shippedmicroprocessorsis consumedwhendriving sig-
nalsover interconnects,includinglocalandglobalwires.

Automatedplacementof embeddedmemories,IPblocksanddata-
pathscanimprove time-to-marketby quickly generatingmany high-
quality layout scenarios,from which experienceddesignerscanse-
lect smallercandidatesets,using their domainknowledge. While
therecanbe hundredsof largeplaceablecircuit blocks,idealblock
locationscanalsobein�uencedby millions of smallstandardcells.
Accountingfor this effect is oftenbeyondhumancapabilitiesandis
dif�cult in classicalmethodologiesfor automaticlayoutwhere�oor -
planningandplacementareperformedin separatesteps.Tradition-
ally, a circuit is �rst partitioned,and then �oorplanned with rect-
angularshapes.The macrolocationsare�x ed,andsoft blocksare
shaped,followed by standard-cellplacement.In the pastpartition-
ing and�oorplanning have oftenbeenusedto increasethecapacity
of olderplacementalgorithmswhichdid notscalebeyondhalf amil-
lion movableobjects.However, modernplacementalgorithms,and
evensomeof academictoolsusedin thiswork,areroutinelyusedon
�at netlistswith over four million movableobjects.

Fromanoptimizationpoint of view, �oorplanning andplacement
areverysimilarproblems– bothseeknon-overlappingplacementsto
minimizewirelength.They aremostlydistinguishedby scaleandthe
needto accountfor shapesin �oorplanning,whichcallsfor different
optimizationtechniques(seeTable1). Notice,however, thatnetlist
partitioningis oftenusedin placementalgorithms,wheregeometric
shapesof partitionscanbeadjusted.Thisconsiderablyblursthesep-
arationbetweenpartitioning, placementand �oorplanning, raising
thepossibility that thesethreestepscanbeperformedby oneCAD
tool. In thiswork, wedevelopsuchatool andtermtheuni�ed layout
optimization�oorplacementfollowing Steve Teig's keynotespeech
at ISPD 2002. We concentrateon fundamentalalgorithmdevelop-
mentandpresentbasicempiricalvalidation. Clearly, industrialuse
will alsorequireadditionalsupportwith new methodologies,e.g.,to
allocaterepeatersandoptimizetiming.

Our �oorplacer Capo9.0is derivedfrom anexistingstandard-cell
placerandcanalsobeusedasa multi-way partitioner. Addedfunc-
tionalities include (1) completelyintegratedmixed-sizeplacement
competitive with bestpublishedresults,(2) wirelength-driven�x ed-
outline�oorplanning, thatoutperformsexisting �oorplannersby far,
and(3) free-shape�oorplanning thatsimultaneouslydetermineslo-
cationsandshapesof modulesto optimizeinterconnect.Empirically,
most modulesareshapedas rectangles,with a noticeablefraction
of L-, T- andU-shapes.However, we observe signi�cantly smaller
wirelengthsandruntimescomparedto purelyrectangular�oorplans.

One of the benchmarksetsusedin our empirical evaluation is
completelynew andis the �rst to incorporateembeddedmemories
with completerouting information. Embeddedmemoriesoftenuse
only two layersof metal(asidefrom powerstripes)anddonotblock
routing tracks at other metal layers. Therefore,our benchmarks
mainly emphasizethe effect of embeddedmemorieson the place-
mentof standardcellsandcanbeviewedasa minimal sanity-check



Characteristics Partitioners Floor- Placers Floor-
planners placers

Scalableruntime Yes No Yes Yes
Scalablewirelength N/A No Yes Yes
Explicit non-overlapping No Yes No Yes
constraints

Canhandlelargemodules Yes Yes No Yes
Routabilityoptimization No N/A Yes Yes
Canoptimize No Yes No Yes
orientationof modules

Supportfor Yes Limited No Yes
non-rectangularblocks

Supportfor Yes Yes No Yes
soft rectangularblocks

Handlingnetweights Yes Yes Yes Yes
Handlinglengthbounds No Yes Yes Yes

Table 1: A comparisonof commonalgorithms for partitioning, �oor -
planning, and placement, contrasted with what can be achieved by a
uni�ed �oorplacer. Published �oor planning algorithms assumea par-
ticular shapefor each block, e.g., rectangle,L-shape or T-shape,but
�oor placersmay beable to automatically choosean acceptableshape.

for mixed-sizeplacement. In particular, we evaluaterecentwork
on mixed-sizeplacement[6, 24] which relieson greedylegalization
of cell macrolocationsthroughleft (or right) packing.Suchstrate-
giestypically produceunroutablestandard-cellplacements[31, 5],
andcarefulre-distribution of whitespaceshown in [31] to improve
routability may be lesseffective with large circuit blocks present,
due to the fragmentationof layout. More generally, it seemsthat
reliableincrementalmodi�cation of mixed-sizelayoutsis moredif-
�cult thanthatof purestandard-celllayouts.Therefore,in this work
we attemptto minimizetheneedfor suchmodi�cation.

Therestof thepaperis structuredasfollows. Section2 describes
relevantpreviouswork. In Section3 we integrate�oorplanning into
partitioning-basedplacement.TheAppendixintroducesnew mixed-
sizeplacementbenchmarkswhich areusedfor empiricalvalidation
in Section4. Section5 concludesourpaper.

2. RELEVANT PREVIOUS WORK
As pointedout in [19, 10, 3], modernhierarchicalASIC design

�o ws aretypically basedon �xed-die �oorplanning, placementand
routing,ratherthantheoldervariable-die style. In sucha �o w, each
top-down stepmay startwith a �oorplan of prescribedaspectratio
andwith blocksof bounded,but not always�x ed,aspectratios.

2.1 Min­cut Placement
Top-down placementalgorithmsseekto decomposeagivenplace-

mentinstanceinto smallerinstancesby sub-dividing theplacement
region, assigningmodulesto subregionsandcutting the netlist hy-
pergraph[10]. In this context a placementbin represents(i) a place-
mentregion with allowed modulelocations(sites), (ii) a collection
of circuit modulesto be placedin this region, (iii) all signal nets
incident to the modulesin the region, and(iv) �x ed cells andpins
outsidetheregion thatareadjacentto modulesin theregion (termi-
nals). Thetop-down placementprocesscanbeviewedasasequence
of passeswhereeachpassexaminesall bins and divides someof
theminto smallerbins. Most commonlythedivision stepis accom-
plishedwith balancedmin-cutpartitioningthatminimizesthenum-
ber of signal netsconnectingmodulesin multiple regions. These
techniquesleveragewell-understoodandscalablealgorithmsfor hy-
pergraphpartitioningandtypically leadto routableplacements.

Thiswork usesthetop-down placerCapo[10], which implements
threemin-cut partitioners— optimal (branch-and-bound),middle-
range(Fiduccia-Mattheyses)and large-scale(multi-level Fiduccia-
Mattheyses). Bins with seven cells or lessare processedwith an
optimalend-caseplacer. To allow thepartitionersto �nd bettercuts,
Capooften shifts the cutline to accommodatean excessof circuit
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Figure1: Layout styles.Standard-cell layout is shown in Figure 4(a).

modulesin one partition. This also allows Capoto distribute the
availablewhitespaceuniformly [12] soasto facilitateeasierrouting.
Non-uniformdistribution canbe easilyachieved by pre-processing
[1]. Recentenhancementsare basedon the conceptof placement
feedback [21] in which a given collectionof bins is partitionedN
times,without requiringsteadyimprovement,to achieve morecon-
sistentterminalpropagation.This changeimprovesbothwirelength
and routability. Table 2 comparesroutability of placementspro-
ducedby three leadingmin-cut placerson the IBM-Dragon (v2)
benchmarks.We run Dragon3.01[31] in a modewhereit spreads
whitespaceaccordingto congestion. This signi�cantly increases
wirelength,but producesmoreroutableplacements.As of August
2004,FengShui[24] doesnot have sucha modeandshiftsall cells
to theleft (or right), typically yieldingunroutableplacements.

2.2 Fixed­outline Floorplanning
A typical �oorplanning formulation dealswith a set of circuit

modules,eachcharacterizedby area andshapetype. Rectangular
modules(blocks) mayhave varyingaspectratios(softblocks). This
is commonfor IP blocksavailable in several shapes,and for hier-
archicalpartitionswhereareacanbeestimatedbeforesynthesis.A
�oorplan speci�esmodulelocationsandshapessuchthat modules
do not overlap. Classical�oorplanning minimizesa linear combi-
nationof �oorplan areaandtotal net length. However, in modern
design�o ws the �oorplan oftenhasa �x edoutline [19], which ac-
centuatestheminimizationof wirelength,remindingof placement.

The�oorplannerParquet[3, 11] performs�x ed-outline�oorplan-
ning with rectangularmodules(supportingsoft blocks)by combin-
ing SimulatedAnnealingwith anew mechanismfor moveselection,
basedon �oorplan slack [3]. Slack representsthe amountof hor-
izontal or vertical spacenext to eachblock and can be computed
quickly. To improve the width of a �oorplan, onemust relocatea
block with zerohorizontalslack(similarly for height). Suchmoves
areperformedat regular time intervalsduringSimulatedAnnealing
to biastheaspectratio of thecurrent�oorplan to thatof thedesired
outline. Whenthetemperatureschedulerunsout, the�nal �oorplan
maystill violatetheoutline.Parquetempiricallyachieveshigh rates
of successon �x ed-outlineinstanceswith 15%whitespace[3].

Circuit Capo9.0-feedback Dragon3.01-fd FengShui2.5
routedWL Viol routedWL Viol routedWL Viol

ibm01e 839802 0 871052 53 time-out 1351
ibm01h 860067 147 832928 0 time-out 1736
ibm02e 2239345 0 2198366 200 2202910 0
ibm02h 2162938 0 2215116 0 time-out 1722
ibm07e 4620754 0 4249798 0 time-out 85
ibm07h 4861456 25 4643654 0 time-out 649
ibm08e 4750574 0 4681110 0 4609964 0
ibm08h 4882005 0 4530017 0 time-out 133116

Table 2: Routing resultson IBM-Dragon V2 benchmarks with a 24-
hour time-out. CadenceWarpRoute typically routes Dragon's and
Capo's placements, sometimes with a small number of violations.
WarpRoute often fails on FengShuiplacements.



2.3 Mixed­sizePlacement
For thereasonsoutlinedin theintroduction,mixed-sizeplacement

is becomingincreasinglyimportant.Much progresshasbeenmade
recently[1, 2, 14,24,30], andwesurvey relevantalgorithmsbelow.

Theforce-directedalgorithmKraftwerk [16] modelsinterconnect
with attractionforcesandintroducesadditionalrepulsionforcesbe-
tweenoverlappingmodules.Thenew modulelocationsachievedby
applyingthoseforcesareestimatedby solvingthePoissonequation,
which is reducedto solvinglargesparsesystemsof linearequations.
Forcesarerecomputedfor eachnew placement,andthe algorithm
is applied until convergence. Kraftwerk is fast and can success-
fully handlelarge mixed-sizeplacementinstanceswith signi�cant
amountsof whitespace, but often fails to resolve overlapsbetween
largemodulesin realisticcircumstanceswhereblocksmaybedif�-
cult to pack[2]. In a recentempiricalcomparisonof standard-cell
placers[5] Kraftwerk was outperformedby several min-cut tools.
Another potentialshortcomingof this analyticalalgorithm is hav-
ing no provisionsfor optimizingorientationsof largemodules— a
clearlydiscreteoptimizationproblem.

MMP [30] attemptsto solve the mixed-sizeplacementproblem
by a bottom-upclusteringof standardcells andsubsequentcluster
placement.Theplacementengineis a combinationof quadraticand
min-cut techniques.It balancespartition areasby shifting the cut-
line after eachmin-cut optimization. As described,the algorithm
assumespre-determinedorientationsfor all circuit modulesanddoes
not attemptto optimize them. No empirical comparisonsto other
techniquesor scalabilitydataareavailable.It is especiallyunclearif
this techniquecanhandlelarge,�x ed-size,dif�cult-to-pack blocks.

Thework in [2] proposesamethodologyfor mixed-sizeplacement
thatcombines�oorplanningandstandard-celltechniquesasfollows.

Step1. During pre-processing,eachlargemoduleis shredded
into smallfake cellsconnectedby a grid of fake wires.Pinsare
propagatedto shreddedcells to re�ect pin offsets. Assigning
suf�ciently high weightsto fake wires ensuresthat fake cells
belongingto the samelarge moduleare placednext to each
other if the placerminimizeslinear wirelength. A black-box
standard-cellplaceris appliedto theshreddednetlist.
Step2. Initial locationsof largemodulesarecomputedby aver-
agingthelocationsof respective fake cells.A moduleis rotated
accordingto theprevailing orientationin thegrid thatmodelsit.
To removeoverlapsbetweenlargemodules,smallcellsareclus-
tered(bottomup, basedon locations)into soft blocksto create
a �x ed-outline�oorplanning instancewith 100-200blocks.
Step3. Non-overlappinglocationsof largemodulesaregener-
atedby runninga �x ed-outline�oorplanner, e.g.,Parquet[3].
Initial locationscanbe discarded,or elsecanbe re-usedwith
low-temperatureannealingduring�oorplanning.
Step 4. Large modulesare �x ed, and remainingsoft blocks
are disintegratedinto original standardcells. The black-box
standard-cellplaceris calledagainto re-placesmallcells.
Observe that theshreddingprocessfacilitatesphysical(location-

based)clusteringof small cells and thus improves �nal locations
of large modules,even if their initial locationsare discarded. A
major advantageof this methodologyis its robustness— it often
produceslegal placementswhenotherapproachesleave largeover-
lapsor placemodulesout of core. It alsooptimizesmoduleorien-
tations. This fully-automatedmethodologysuccessfullycompeted
with a major commercialtool in 2002 and hasbeenrecently im-
provedby morejudicioushandlingof whitespace[1]. Yet, themain
scalabilitybottleneckremainsin theuseof SimulatedAnnealingat
the top-level �oorplanning stage. It affects both runtime and the
quality of wirelengthoptimization.

Themulti-level placermPG-MS[14] clustersthenetlist bottom-
upto build ahierarchy. Thetop-level coarsenetlistof approximately
500 clustersis placedusingSimulatedAnnealing,after which the
netlist is graduallyunclusteredso as to improve the placementof
smallerclustersby incrementalannealing.All intermediatecluster
placementsin mPG-MSarenon-overlapping,whichis enforcedwith
specially-designeddatastructuresandyet takesconsiderablecom-
putationaleffort. Thisandthepervasive useof SimulatedAnnealing
makemPGveryslow. While mPG�nds betterplacementsthanthose
reportedin [1], evenbetterplacementshave beenproducedrecently
by themin-cuttechniquebelow, which is alsomuchfaster.

The work in [24] advocatesa two-stageapproachto mixed-size
placement.First, themin-cutplacerFengShui[6] generatesan ini-
tial placementfor the mixed-sizenetlist without trying to prevent
all overlapsbetweenmodules. The placeronly tracksthe global
distribution of areaduring partitioningand usesthe fractional cut
technique[6], which further relaxesbook-keepingby not requiring
placementbinsto align to cell rows. While giving min-cutpartition-
ersmorefreedom,theserelaxationspreventcellsfrom beingplaced
in rows easilyandrequireadditionalrepairduringdetailplacement.
This mayparticularlycomplicatetheoptimizationof moduleorien-
tations,not consideredin [24] (relevantbenchmarksuseonly square
blockswith all pinsplacedin thecenters).

The secondstageconsistsof removing overlapsby a fast legal-
izerdesignedto handlelargemodulesalongwith standardcells.The
legalizer is essentiallygreedyandattemptsto shift all modulesto-
wardstheleft edgeof thechip (or to theright edge,if thatproduces
betterresults). In our experience,the implementationreportedin
[24] leadsto horizontalstackingof modulesandsometimesyields
out-of-coreplacements,especiallywhenseveralvery largemodules
arepresent(thebenchmarksusedin [24] containnumerousmodules
of mediumsize). SeeFigure5 for examplesof this behavior. An-
otherconcernaboutpackedplacementsis theharmfuleffect of such
a strategy on routability, explicitly shown in [31]. Overall, thework
in [24] demonstratesverygoodlegalplacementsfor commonbench-
marks,but questionsremainaboutthe robustnessandgeneralityof
the proposedapproachto mixed-sizeplacement.We addressthese
questionswith additionalbenchmarkingin our work.

3. INTEGRATION OF PARTITIONING,
PLACEMENT AND FLOORPLANNING

In this sectionwe introduceour correct-by-constructionapproach
to �oorplacement,which doesnot rely on post-placementlegaliza-
tion proceduresfor largemodules.

3.1 Uni�ed Placementand Floorplanning
We�rst observethatmin-cutplacersscalewell in termsof runtime

andwirelengthminimization,but cannotproducenon-overlapping
placementsof moduleswith a wide variety of sizes. On the other
hand,annealing-based�oorplannerscanhandlevastlydifferentmod-
uleshapesandsizes,butonly for relatively few (100-200)modulesat
a time. Otherwise,eithersolutionswill bepooror optimizationwill
take too long to bepractical.As explainedin Section2.3, theloose
integration of �x ed-outline�oorplanning and standard-cellplace-
ment proposedin [2] suffers from a similar drawback becauseits
single top-level �oorplanning stepmay have to operateon numer-
ousmodules. Bottom-upclusteringcan improve the scalabilityof
annealing,but not suf�ciently to make it competitive with otherap-
proaches.Therefore,in this work we apply min-cut placementas
muchaspossibleanddelayexplicit �oorplanning until it becomes
necessary. In particular, sincemin-cut placementgeneratesa slic-
ing �oorplan, we view it asanimplicit �oorplanning step,reserving
explicit �oorplanning for “local” non-slicingblock packing.



Variables: queue of placement bins
Initialize queue with top-level placement bin

1 While (queue not empty)
2 Dequeue a bin
3 If (bin haslarge/manymacrosor is marked asmerged)
4 Cluster std-cellsinto soft macros
5 Use�xed-outline �oor planner to pack

all macros(soft+hard)
6 If �xed-outline �oor planning succeeds
7 Fix macrosand remove sitesunderneath the macros
8 Else
9 Undo onepartition decision.Mergebin with sibling
10 Mark newbin asmergedand enqueue
11 Else if (bin small enough)
12 Process end case
13 Else
14 Bi-partition the bin into smaller bins
15 Enqueue each child bin

Figure 2: Our �oor placement algorithm. Bold-faced lines 3-10 are
different fr om traditional min-cut placement.

We startwith a singleplacementbin representingthe entirelay-
out region with all the placeableobjectsinitialized at the centerof
the placementbin. Using min-cut partitioning,the bin is split into
two binsof similar sizes,andduring this processthecut-line is ad-
justedaccordingto actial partition sizes. Applying this technique
recursively to bins (with terminalpropagation)producesa seriesof
graduallyre�ned slicing�oorplansof theentirelayoutregion,where
eachroomcorrespondsto a bin.1 In verysmallbins,all cellscanbe
placedby a branch-and-boundend-caseplacer[8]. However, this
schemebreaksdown on modulesthat are greaterthan their bins.
When sucha moduleappearsin a bin, recursive bisectioncannot
continue,or elsewill likely producea placementwith overlapping
modules.Indeed,thework in [24] continuesbisectionandresolves
resultingoverlapslater. However, in this work we switch from re-
cursive bisectionto “local” �oorplanning wherethe �x edoutline is
determinedby the bin. This is donefor two main reasons:(1) to
preserve wirelength[9], congestion[7] anddelay[20] estimatesthat
mayhave beenperformedearlyduringtop-down placement,and(2)
avoid theneedto legalizea placementwith overlappingmacros.In
particular, we areunconvincedthatexisting legalizationalgorithms
are robust enoughto handlea wide variety of moduleshapesand
sizesin realisticnetlists(seeFigure5). We alsoanticipatedif�culty
ensuringroutability while shifting macrosandstandardcells at the
sametime.

While resortingto �x ed-outline�oorplanning is a naturalstep,
successful�x ed-outline�oorplannershave appearedonly recently
[3]. Additionally, the �oorplanner may fail to pack all modules
within thebin without overlaps.As with any constraint-satisfaction
problem,this canbefor two reasons:either(i) theinstanceis unsat-
is�able, or (ii) thesolver is unableto �nd any of existing solutions.
In this case,we undothe previous partitioningstepandmerge the
failedbin with its siblingbin,whetherthesiblinghasbeenprocessed
or not, thendiscardthetwo bins. Themergedbin includesall mod-
ulescontainedin thetwo smallerbins,andits rectangularoutlineis
theunionof the two rectangularoutlines. This bin is �oorplanned,
andin thecaseof failurecanbemergedwith its sibling again.The
overall processis summarizedin Figure2.

It is typically easierto satisfytheoutlineof a mergedbin because
circuit modulesbecomerelatively smaller. However, SimulatedAn-
nealingtakes longeron larger bins and is lesssuccessfulin mini-
mizing wirelength.Therefore,it is importantto �oorplan at just the
right time, and our algorithm determinesthis point by backtrack-

1If every cut-line is �x ed apriori to the centerof its bin, recursive
bisectiongeneratesagrid-like �oorplan.

ing. Backtrackingdoesincursomeoverheadin failed�oorplan runs,
but thisoverheadis tolerablebecausemergedbinstakeconsiderably
longer to �oorplan. Furthermore,this overheadcanbe moderated
somewhatby carefulprediction,aswill bedescribedlater.

For a given bin, a �oorplanning instanceis constructedas fol-
lows. All connectionsbetweenmodulesin the bin andothermod-
ules are propagatedto �xed terminalsat the peripheryof the bin.
Similar terminalpropagationschemesarecommonlyusedin some
analyticalplacers[28]. As thebin may containnumerousstandard
cells,we reducethenumberof movableobjectsby conglomerating
standardcells into soft placeableblocks.This is accomplishedby a
simplebottom-upconnectivity-basedclustering[22]. The existing
large modulesin the bin areusuallykept out of this clustering.To
further simplify �oorplanning, we arti�cially downsizesoft blocks
consistingof standardcells,asin [1], becausestandardcellswill be
placedlateranyway. Theclusterednetlist is thenpassedto theran-
domized�x ed-outline�oorplannerParquet,which sizessoft blocks
and optimizesblock orientations. We allow at most � ve attempts
to �nd a non-overlappingplacementof moduleswithin the bin. If
the�oorplanner is successful,the locationsof all largemodulesare
returnedto thetop-down placerandconsidered�x ed. Therows be-
low thosemodulesare fracturedand their sitesare removed, i.e.,
the modulesare treatedas �x ed obstacles.At this point, min-cut
placementresumeswith a bin that hasno large modulesin it, but
hassomewhatnon-uniformrow structure.Whenmin-cutplacement
is �nished, largemodulesdo not overlapby construction,but small
cells sometimesoverlap in few places(typically below 0.01%by
area). Thoseoverlapsare quickly detectedand removed with lo-
cal changesusinga row-basedlegalizerfrom the GSRCbookshelf
[11]. Detailedplacementusesbranch-and-boundplacementin slid-
ing windows [8], but doesnot move themacros.Figure1(b) shows
a sampleplacementproducedby our tool.

3.2 Practical Issues
Empirical boundary betweenplacementand ¯oorplanning. By
identifying the characteristicsof placementbins for which our al-
gorithm calls �oorplanning, onecantabulatethe empiricalbound-
ary betweenplacementand�oorplanning. Formulatingsuchad hoc
thresholdsin termsof dimensionsof the largestmodulein thebin,
etc allows oneto avoid unnecessarybacktrackinganddecreasethe
overheadof �oorplanning calls that fail becausethey areissuedtoo
late. In practice,issuing�oorplanning callstoo early(i.e., on larger
bins)increases�nal wirelengthandsometimesruntime.To improve
wirelength,our ad hoc testsfor large blocks in bins (that trigger
�oorplanning) aredeliberatelyconservative.

� At leastonemoduledoesnot �t into a potentialchild bin.
� Thesumof thelargerdimensionof thelargestmoduleandthe

smallerdimensionof the secondlargestmoduleexceedsthe
smallerdimensionof a potentialchild bin.

� Thereare� 30 large modulesin the bin, but their total area
exceeds80%of thetotalareaof cellsandmodulesin thebin.

In our experience,thesetestsaregoodenoughto ensurethat at
mostonelevel of backtracking(block-merging) is requiredto pre-
ventoverlapsbetweenlargemodules.
Side-effect:Narr ow vertical slivers betweenlargemodules.Ad-
jacentlarge modulesplacedby the �x ed-outline�oorplanner may
havetall, narrow columnsof emptysitesbetweenthem.Fitting small
cellsin suchsliversmaybenon-trivial, e.g.,considera columnwith
four sitesanda collectionof cells that take two or threesiteseach.
In this case,every three-sitecell implies the loss of one site, but
this loss is dif�cult to estimateduring balancedmin-cut partition-
ing. Therefore,a traditionalmin-cutplacerthatassignscellsto bins
basedonly onsitearea,maycreatecell overlapsin suchcases.When



widecellsgetassignedto narrow columns,they mayendupoverlap-
ping with macros.Sincesuchoverlapsarerelatively rare,they can
beresolvedby simplelegalizationwith minimalmovement,e.g.,Ca-
denceQplacein the ECO mode. Onecanalsoidentify contiguous
site sequences(sub-rows) that are shorterthan existing wide cells
andmarkthemasusedwhencreatinga new placementbin.

3.3 Wir elength­driven Floorplanning
Pureblock-baseddesigns.Sinceour �oorplacer includesastate-

of-the-art�oorplanner [3], it cannatively handlepureblock-based
designs. Unlike most algorithmsdesignedfor mixed-sizeplace-
ment,it canpackblocksinto a tight outline,optimizeblock orienta-
tions andaspectratiosof soft blocks. Indeed,whenthe numberof
blocksis verysmall,ouralgorithmapplies�oorplanning right away.
However, when given a larger design,it may start with partition-
ing andthencall �x ed-outline�oorplanning for separatebins. This
is demonstratedin Figure1(a)which shows theblock-baseddesign
n300 placedusingour �oorplacer. The cutsmadeby the min-cut
partitionerareclearly seenmakingthe resulting�oorplan globally
slicing,but locally non-slicing.Sincerecusrive bisectionscaleswell
and is more successfulat minimizing wirelength than annealing-
based�oorplanning, theproposedapproachis scalableandeffective
at minimizing wirelength. This expectationis fully con�rmed by
empiricalresultsin Section4.
Free-shaperectilinear ¯oorplanning. Somecircuit modules,such
asembeddedmemoriesandpre-designeddatapaths,have �x edrect-
angularshapes.However, whenonly the areaof a moduleis esti-
mated,but its shapeis unknown, thereis often no a priori reason
to limit its shapeto rectangles.Suchlimitationsmaybejusti�ed by
addedef�ciency in handlingrectangularblocks,but can handicap
interconnectoptimization. Non-rectangular�oorplanning hasbeen
popularin several designcontexts, andexisting work canbe clas-
si�ed by whetherthe �oorplanner is allowed to changethe shape
type of modules. To this end, the work in [23] and [29] repre-
sentssimplenon-rectangularshapeswith SequencePairs (SP)and
BoundedSlicingGrids(BSG)to packsuchmodulesusingthepopu-
lar annealing-basedframework. In contrast,thework in [18] solvesa
speci�c �oorplanning formulationproposedin [19], which assumes
desiredlocationsof givenrectangularmodulesandseeksto re-shape
the modulesso asto avoid overlaps.The proposedalgorithmis an
incrementaldetailed�oorplanner that tendsto generatefairly com-
plicatedshapes,but doesnot accountfor interconnect.Below we
extendour global free-shape�oorplanner to generatebothlocations
andshapesof soft modulessoasto minimize interconnect.Empir-
ically, mostof the modulesareshapedasrectangles,but L-,T- and
U-shapesaresometimescreatedwhenthis helpsreducingintercon-
nect.Ouralgorithmis alsocapableof pin placement.

Below we rely on techniquesproposedin [2], whereeachlarge
module is pre-processedinto a grid of fake cells and heavy fake
nets. Signal pins of a module are propagatedto respective fake
cells. However, in our context thereis no needto shred�x ed-shape
blocksbecausethey arealreadyhandledby our�oorplacer. Thus,we
only shredsoft blocks.As in [2], heavy weightson fake netsensure
thatshredsof thesamemodulestaytogetherduringmin-wirelength
placement.However, sincewe now allow non-rectangularshapes,
thereis no needto averagelocationsof fake cellsanddeterminethe
prevailing orientationasin [2]. Wesimplyacceptmoduleshapesas-
sumedby fakegridsduringplacement.Becauseof therelativerigid-
ity of fake grids andbecausewe rely on min-cut placement,most
modulesassumerectangularshapes,which is convenientfrom many
perspectives. Other shapesare generatedonly when this reduces
interconnect,and they remain relatively simple. This is demon-
stratedin Figure3(a) wheremodulesarecolor-coded. The plot is

ami33 shredded HPWL=46071.9, #Cells=12116

Type! Rectangular Free-shape

Circuit Parquet2.0 Capo9.0 Avg%
# HPWL HPWL Impr

ami33 76987 46072 40.1
ami49 895560 469476 47.5
n50 202240 87957 56.5
n100 350593 157548 55.0

Figure 3: Figure on left shows a fr ee-shape�oor plan of the ami33
benchmark. Our �oor placer determines both locations and shapes
of individual modules to minimize wirelength. Traditional rectangu-
lar �oor planning with Parquet is compared to our fr ee-shapenon-
rectangular �oor placementon the right.

producedby our �oorplacer usingfake-netweightsof 500.An addi-
tionalbene�t of ourapproachis its scalability, e.g.,if nohardblocks
arepresent,everythingis accomplishedwithout SimulatedAnneal-
ing. Figure3(b) reportstheimprovementin runtimeandwirelength
over traditionalrectangular�oorplanning with Parqueton a mix of
MCNC andGSRC�oorplanning benchmarks.For larger designs,
wirelengthis reducedby morethan50%. We expectthat this new
type of free-shape�oorplanning canbe usefulbeforelogic synthe-
sisto determinerelative locationsof largemodulesandenableearly
estimatesof signaldelaysin globalinterconnect.

4. EMPIRICAL VALID ATION
In earlier sectionswe demonstratethe effectivenessof our pro-

posed�oorplacer in large-scalecongestion-drivenstandardcell place-
mentandfree-shape�oorplacement.Below we validateour tool on
designswith hardblocksandon mixed-sizeplacementinstances.

4.1 Resultson Floorplanning Instances
Table 3 comparesour proposed�oorplacer with the annealing-

basedtoolParquetusingGSRC�oorplanningbenchmarks[11]. Com-
parisonsof other �oorplanners to Parquetcan be found in recent
literatureon �oorplanning. We �rst convert the benchmarksto the
GSRCbookshelfformat for placementusingan internal converter
andgeneratesquare�x ed-dielayoutswith 20% whitespace.Since
areaminimization is not an objective as long as we �t within the
�x ed-outlineconstraints,we only report half-perimeterwirelength
(HPWL) and runtimes. For the smallestthree benchmarksn10 ,
n30 and n50 the two approachesperformsimilarly, as the �oor -
placerresortsto �oorplanning. However, the larger thedesigns,the
morepartitioningcalls aremadeby the �oorplacer. This resultsin
fasterandmorepowerful interconnectoptimizationcomparedto the
annealing-basedParquettool. The improvementsshouldbe even
morepronouncedfor largerblock-baseddesigns.

4.2 Validation in Mixed­sizePlacement
Faraday Benchmarks. To validate the routability of placements
producedby Capo9.0, we usethe new benchmarksintroducedin
theAppendix.Wecompareourapproachwith CadenceQplace(part

Circuit #Blocks Parquet Capo(Mixed-size)
HPWL Time HPWL Time # Min-cut

sec sec Levels

n10 10 5.58 0.27 5.57 0.37 0
n30 30 17.38 2.35 16.93 1.89 1
n50 50 20.77 8.16 20.34 5.3 1
n100 100 34.53 50.12 32.39 10.5 2
n200 200 62.28 240.61 56.82 27.42 3
n300 300 75.69 433.92 63.62 25.21 3

Table3: Floorplannning versus�oor placement.The last column “Lev-
els” lists the number of min-cut levelsexecutedbeforethe �rst �oor plan-
ning step.All data areaveragedover 10 independentruns.



Circuit SEUltra- Qplace(v5.4.126) Capo9.0-feedback FengShui2.606/17/04
Place Route Place Route Place Route

HPWL Time WL Time Viol HPWL Time WL Time Viol HPWL Time WL Time Viol
(e8) (min) (e8) (min) (e8) (min) (e8) (min) (e8) (min) (e8) (min)

DMA 4.79 1 6.37 3 0 4.41 2 5.74 3 0 4.60 6 6.33 3 0
DSP1 10.54 5 12.77 5 0 9.82 24 11.76 5 1 10.75 14 14.17 8 0

RISC1 16.72 7 21.69 11 3 15.75 21 21.50 16 0 19.98/OC 30 OC OC OC
DSP2 9.98 4 12.09 6 0 9.23 9 11.12 5 0 9.28 10 11.66 6 0

RISC2 15.63 8 20.74 30 333 16.30 19 21.38 11 5 209.8/OC 25 OC OC OC

Table 4: Routing resultson Faraday benchmarks. Routed WL is in databaseunits. OC meansthat a largenumber of cellsand macroswere
placedoutsidethe corearea.Bestresultsarebold-faced.All routing aswell asQplaceruns areperformed on a 750MHz SunBladeworkstation
with 2GB RAM running Solaris. Capo and FengShuiruns are on a somewhatfaster 2.4GHzLinux workstation with 1GB RAM. Capo is used
in the -feedbackmode,which is several timesslower than the default mode.Also note that Capoperforms local annealing-based�oor planning.

of SEUltra)andFengShui2.6,usingCadenceWarpRoutefor routing
in all cases.The resultsarepresentedin Table4. For SEUltra,we
usetheCadence-recommended�o w for placingmixed-sizedesigns
asexplainedin the Appendix. The placementsproducedby Capo
aregenerallyroutableon all benchmarks,sometimeswith a small
numberof violations. For the Caporesultsin Table5 legalization
by QplaceECOwasnotneeded,but maybenecessaryrarely. Feng-
Shui2.6produceslegalplacementsof benchmarksDMA, DSP1and
DSP2,but placesmany cells in RISC1andRISC2outsidethecore
areaas shown in Figure 5. Only with considerableeffort Qplace
ECOlegalizedtheseplacements,but WarpRoutedid notcomplete.
IBM Netlists. The IBM Mixed-Size(IBM-MS) placementbench-
marksreleasedat ISPD 2002[2] arederived from the well-known
netlistsmadepublic by IBM in 1998.Thesebenchmarkshave been
consistentlyusedin the recentliteratureon mixed-sizeplacement,
but have two importantdrawbacks:(i) all largemodulesaresquare,
(ii) all pinsin suchmodulesarein thecenter. Thereforethesebench-
marksgive no incentive to optimizeblock orientationsandcannot
be extendedwith routing information. To this end,the majority of
publishedmixed-sizeplacersdonotattemptto optimizemoduleori-
entations.While the IBM-MS benchmarksserved well to compare
entry-level mixed-sizeplacers,we seekmorerealisticevaluation.

Wederive a new setof benchmarkstermedIBM-MSwPins from
theIBM-MS placementbenchmarks.Aspectratiosof largemodules
arechosenrandomlybetween0.5and2.0.Pinsof all cellsandlarge
modulesaredistributedevenly throughtheperiphery. To determine
pin locationsfor individualcellsandlargemodules,we�rst perform
placementwith all pins centered.For every net, we determineits
centerby averagingthe locationsof incidentcells. Then, for each
cell andlargemodule,pinsareorderedon theperipheryby thecen-
tersof their incidentnets.Thenew IBM-MSwPins benchmarksare
availablein thepublic domain[4].

We compareour proposed�oorplacementapproachto Cadence
Qplace(part of SEUltra), a Capo-Parquet-Capomethodology[1],
Capofollowedby an incrementalrun of Kraftwerk (datafrom [2]),
mPG-MS[14] and FengShui2.6 [24] using the two setsof IBM
mixed-sizebenchmarks.Relativeperformanceis reportedin Table6.
Detailedresultsfor thenewer IBM-MSwPins benchmarksarepre-
sentedin Table7. Giventhatsometoolsareonly availableontheSun
Solarisplatformandothersonly onIntel-compatibleLinux worksta-
tions, runtimesare not directly comparable.However, we list the

Circuit # Nodes # Nets # IOs Row-Util % # Macros % M Area

DMA 11734 13256 948 95.43 0 0
DSP1 26299 28447 844 90.66 2 21.98
RISC1 32615 34034 627 93.94 7 41.99
DSP2 26279 28431 844 90.05 2 6.96
RISC2 32615 34034 627 94.09 7 37.31

Table5: Faradaybenchmarkssynthesizedand laid out with astandard
ASIC �o w usingIBM Artisan 0.13µmlibraries. %M Arearepresentsthe
areaof embeddedmemoriesin percent of the total cell area.

hardwareplatformfor eachtool. For SEUltra,we usetheCadence-
recommended�o w for mixed-sizedesigns,which producescom-
pletely legal placements,unlike thosereportedin [2] for the 2002
versionof thesametool. Also notethatthewirelengthsachievedby
the latestversionof SEUltraaremuchbetterthanthosereportedin
[2]. Clearly, Cadencetoolshave greatlyimprovedsince2002.

On theolder IBM-MS benchmarks,placementsproducedby our
�oorplacer Capo9.0(with option-feedback)areonaverage12.09%
better than CadenceSEUltra, 19.61%better than the C-P-C �o w,
14.56%betterthanCapo-KraftwerkECO �o w, 13.99%betterthan
mPG-MSand8.09%worsethan FengShui2.6. Using the bestof
two runsof Capo9.0 improvessolutionquality by 1.66%. On the
newer IBM-MSwPins benchmarks,in termsof HPWL, onaverage,
the placementsproducedby our �oorplacer are13.74%betterthan
CadenceSEUltra,19.59%betterthantheCapo-Parquet-Capo�o w,
17.83%better than Capo-KraftwerkECO �o w and 5.14% worse
thanFengShui2.6.Choosingthebestof two Capo9.0runsresultsin
a 1.55%improvement.NotethatFengShuishiftsall cellsto theleft
(or right) edgeof thechip, thusloweringwirelengthcomparedto a
placementspreadaroundthecorearea.However, accordingto Table
2, thisstrategy is notalwayssuccessfulin thepresenceof largemod-
ules.Comparingresultsof FengShui2.6on two setsof benchmarks
in Table6, we concludethat therelative advantageof FengShui2.6
decreasesin thepresenceof rectangularblockswith non-trivial pin
offsets,asit doesnotoptimizemoduleorientations.

5. CONCLUSIONS
Our work originatesfrom therealizationthatmin-cutplacersim-

plicitly perform �oorplanning, in addition to partitioning. There-
fore,separatepartitioningand�oorplanning stepstraditionallyused
in VLSI designcanbe subsumedby a min-cut placer. Sucha uni-
�cation canleadto simpler, moreconsistent,morecontrollableand
moresuccessfulEDA toolsandtool chains.For example,while the
�eld of �oorplanning hasbeenvery active in academiafor twenty
years,therearerelatively few successfulcommercial�oorplanners.
While this is partly due to integration dif�culties and to the fact
that experienceddesignersperform�oorplanning by hand,our re-
sultssuggestthatcommon�oorplannersbasedpurelyon Simulated
Annealingtend to producevery sub-optimalsolutions. To a large
extent this is not a matterof EDA tools' lackingintangibledesigner
intuition, but ratherthepoorquality of existing algorithmswith re-
spectto closed-formoptimizationobjectives.Interconnectoptimiza-
tion is alsohandicappedby the popularlimitation that all modules
be laid out asrectangles.To this end,our work shows that unify-
ing partitioning,�oorplanning andplacementin a singlealgorithm
leadsto betterlayoutsandfacilitatesnew layoutoptimizations,such
as free-shape�oorplanning that simultaneouslydeterminesthe lo-
cationsandshapesof modulessoasto optimizeinterconnect.Em-
pirical validationusesa uni�ed �oorplacer tool, thatcanbeusedas



BenchmarkSuite SEUltra SEUltra Capo+ Capo+ mPG FengShui[24] Capov9.0 Capov9.0
v5.1.67 v5.4.126 Parquet+ Kraftwerk [14] v2.606/17/04 -feedback -feedback
(2002) (2004) Capo[2] ECO[2] best-of-2

IBM-MS (ISPD2002) 92.71% 12.09% 19.61% 14.56% 13.99% -8.09% 0% -1.66%
IBM-MS wPins(new) - 13.74% 19.59% 17.83% - -5.14% 0% -1.55%

Table 6: Averagemixed-sizeplacementresultson two suitesof mixed-sizebenchmarksderived fr om ISPD-1998circuit netlists. IBM-MS
is the original suiteof benchmarksreleasedin ISPD-02. IBM-MSwPins is the newsuiteof benchmarkswith non-tri vial macro aspectratios
and pins spreadaround the periphery of all cellsand macros. A positive percentageindicatesan approachproducesplacementswith that
much greater HPWL than Capo 9.0on average. FengShui2.6placementsare packed to an edgeof the core, and in practical applications
they may have to bespreadto ensure routability. SinceCapoplacementsarealreadyspread,the differencein wirelengthswill be reduced.

Circuit CadenceSEUltra Capo+Parquet+Capo[2] Capo+KraftwerkECO[2] FengShuiv2.6 Capov9.0
Block-Place+QPlace (Low-Temp.Annealing) 06/17/04 -feedback

Sun-Blade1000,750MHz Linux/Pentium,2GHz Linux/Pentium,2GHz Linux/Pentium,2.4GHz Linux/Pentium,2.4GHz
I II III V VI

HPWL Time HPWL Time HPWL Time % HPWL Time HPWL Time
(e6) (min) (e6) (min) (e6) (min) Overlap (e6) (min) (e6) (min)

ibm01 3.25 12 3.23 18 2.96 5 1.22 2.56 3 2.67 4
ibm02 7.17 31 7.91 12 6.84 13 0.25 6.05 5 5.54 9
ibm03 9.06 28 10.08 57 9.45 13 0.18 8.77 6 8.67 13
ibm04 10.28 31 11.01 12 10.09 15 0.74 8.38 7 9.79 18
ibm05 11.55 24 11.03 5 11.46 5 0 9.94 8 10.82 8
ibm06 8.33 32 8.70 19 9.22 19 0.25 6.99 9 7.35 12
ibm07 13.79 41 14.34 22 14.34 57 0.24 11.37 12 12.30 25
ibm08 17.36 50 17.01 26 17.63 22 1.80 13.51 15 16.02 36
ibm09 16.91 56 19.53 29 21.04 32 0.35 14.12 14 15.51 31
ibm10 43.71 86 53.34 119 49.52 72 4.34 41.96 22 34.98 59
ibm11 24.98 71 25.51 43 25.48 42 0.76 21.19 21 22.31 36
ibm12 46.38 87 54.82 97 61.48 53 0.63 40.84 22 40.78 42
ibm13 33.06 91 34.30 54 32.37 73 0.12 25.45 25 28.70 65
ibm14 45.74 148 48.66 145 47.63 117 0.07 39.93 52 40.97 71
ibm15 68.63 206 70.68 208 62.63 124 0.09 51.96 67 59.19 116
ibm16 75.94 248 75.27 154 78.47 166 2.03 62.77 70 67.00 115
ibm17 92.41 288 87.81 204 85.40 132 0.13 69.38 79 78.78 94
ibm18 57.04 190 54.66 115 57.47 162 0.02 45.59 87 50.39 85
Avg 13.74% 19.59% 17.83% -5.14% 0%

Table 7: Mixed-sizeplacementresultson the new IBM-MSwPins mixed-sizebenchmarks. A positive percentagein the last row indicates
an approachproducesplacementswith that much greater HPWL than Capo 9.0 on average. CadenceSEUltra placesdesignsibm09 and
ibm14 illegally with overlapsbetweenmacrosor macrosoutsidethe corearea.FengShui2.6returns core placementspacked to core edges.

a partitioner, a large-scalecell placer, a �oorplanner anda mixed-
sizeplacer. Our implementationscaleswell, is competitive with the
stateof theart in all of its areasof applicability, andin somecases
producesbetterwirelengthsthanany previously reportedmethods.

We show that for suf�ciently large �oorplanning andmixed-size
placementinstances,min-cuttechniquesaremoresuccessfulin min-
imizing wirelengththan simulatedannealing. However, for small
layout instanceswith modulesof differentsizes,theuseof anneal-
ing seemsrequiredto packmoduleswell. In the processof tuning
theperformanceof our implementation,we empiricallytabulatethe
boundarybetweenplacementand�oorplanning by identifyingmore
successfuloptimizationsin variouscases.A representative thresh-
old for �oorplanning is currentlyat 30blocks,which meansthatthe
useof �at annealingon largerinstancesis not justi�ed. In thefuture,
as�oorplannersimproveatsatisfying�x ed-outlineconstraintswhile
minimizing wirelength,thisboundarycanbeloweredevenfurther.

A �oorplacer of the typedescribedin out work canplaceobjects
with very differentsemantics— standardcells, macros,datapaths,
memories,etc. Extensionsto free-shape�oorplanning canbe used
with unsynthesizedmodulesto betterestimateglobal interconnect
delaysbeforesynthesis.However, to fully exploit thesenovel ca-
pabilities,new VLSI methodologiesarerequired.Our hopeis that
suchfuturemethodologiesandmethodologystudieswill con�rm the
potentialof �oorplacement.

Appendix: Embedded­MemoryBenchmarks
TheFaradayCorporationrecentlyreleasedthreecircuits[17], origi-
nally intendedfor comparisonsbetweenstructuredandconventional

ASICs.We applyto thesebenchmarksa standardASIC design�o w
to generate� ve mixed-sizedesigns. Faradaybenchmarksinclude
threecommonly-usedfunctional blocks: (I) a 16-bit DSP, (II) a
32-bit RISC CPU, and(III) a DMA controller — seeTable5 for
statistics.Otherdetailson thesebenchmarks,suchastheEDA tools
recommendedby Faradayandtool settings,canbefoundin [17]. To
minimizetheimpactof routingontheresultsof theaccountedplace-
mentapproaches,we avoid clock-treegenerationandpower routing
in our �o ws. However, bothclock-treesandpower rails canbebuilt
on our benchmarks.Below we describeour ASIC �o w for generat-
ing themixed-sizebenchmarksfrom theoriginal netlists.

Faradaybenchmarkscomewith behavioral Verilog descriptions,
timing constraintsandscriptsfor synthesis.We useArtisan's 0.13
micron libraries in IBM technologyfor synthesizingthesedesigns
underworst-caseprocessconditions,with thesametiming constraints
as speci�ed in the Faradaydesigndocuments. SynopsysDesign
Compiler (v2003.03-2)is usedfor synthesis,andArtisan Memory
Generatorto instantiateembeddedmemories.Artisanlimits thesize
of its SRAM memoriesto a minimumword-lengthof 128for dual-
port memoriesandto 256for single-portmemories.This requiresa
changein thebehavioral descriptionsof Faradaydesignsto account
for largerword-lengths.In avariationof theoriginaldesign,webuilt
register�les in placeof memoriesfor smallerword-lengthsandthus
cameup with two �a vorseachfor DSPandRISC— oneusesonly
memoriesandtheotherusesbothmemoriesandregister�les.

Thegate-level netlistsobtainedafter synthesisaretaken through
the automaticplaceand route (APR) �o w using CadenceSilicon
EnsembleUltra (v5.4.126). We follow the Cadencerecommended
�o w for placingmixed-sizedesignsand �rst usethe “QplaceNo-



(a) DMA (b) DSP1 (c) DSP2 (d) RISC1 (e) RISC2

Figure 4: Faraday benchmarks placed by the Capo 9.0 �oor placer. Note that Capo tends to align large blocks, which may simplify the
routing in their vicinity, aswell as the routing of bussesconnectingthoseblocks. The discrepanciesin wirelengthversusTable 4 for the same
benchmarksrepresentvariability in Capo results.To show block orientations, north-west corners of memoriesaremarked with diagonal lines.

con�g Block” commandto placeembeddedmemories. Then the
locationsof embeddedmemoriesare�x ed,theaffectedcell sitesare
removed,andtheremainingstandardcellsareplacedusingthecom-
mand“QplaceNocon�g”. To �nd good locationsof I/O pads,we
performconcurrentpin andcell placementin Qplace.This improves
routability comparedto a randomI/O placementduring �oorplan-
ning. Whenrouting with CadenceWarpRoute,we found thatArti-
sanmemorypinsarenot alignedto thesameroutinggrid aspins in
randomlogic. Fixing this requiredmanualintervention. The new
Faraday-MSbenchmarksarethe �rst mixed-sizeplacementbench-
marksin thepublic domain[4] to provide non-squaremoduleswith
realisticpin offsetsandroutinginformation.
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(a)RISC1 (b) RISC2

Figure5: Faraday benchmarksRISC1 and RISC2placedby FengShui
2.6.All largemoduleshave default orientations. FengShuiplacesmany
standard cellsbeyond the left boundariesof coreregions,shown by thin
vertical lines. FengShui2.5exhibitssimilar behavior onDSP1andDSP2
benchmarks,which the authors attrib ute to bugs�xed in FengShui2.6.


