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ABSTRACT
In this paper, we develop a mixed-size placement tool, Dragon2005,
to solve large scale placement problems effectively. A top-down
hierarchical approach based on min-cut partitioning and simulated
annealing is used to place very large SoC-style designs containing
thousands of macro blocks of various sizes and millions of stan-
dard cells. Macro aware partitioning and techniques to properly
handle different bin sizes are required, because of the existence of
large macro blocks. Our tool is also a congestion and timing aware
placement tool.

Categories and Subject Descriptors:
B.7.2 Integrated Circuits:Design Aids

General Terms: Algorithms

Keywords: Physical Design, placement

1. INTRODUCTION
With the increase in complexity of IC designs, the traditionally

flat approaches to physical design problems will become ineffec-
tive [9]. Hierarchical design approachs are used in most state-
of-the-art design flows, especially with the extensive reuse of pre-
designed IP blocks. IP blocks can be treated as macro blocks dur-
ing the process of physical design. In addition, connections be-
tween macro cells and standard cells are becoming tighter with the
increasing use of IP blocks. It is becoming harder to separate IP
blocks and standard cells and place them into different partitions.
Therefore, the ability to handle macro blocks together with stan-
dard cells is becoming indispensable for physical design tools.

In this paper, we propose a methodology to handle the problem
of mixed-size placement, where standard cells and macro blocks of
various sizes have to be placed simultaneously, optimizing a cer-
tain objective such as total wirelength or routability. A Min-cut
based top-down approach is taken to handle the large complexity
of industrial designs, and simulated annealing is used to optimize
the total wirelength. At each step of the placement flow, techniques
to resolve the problems caused by the presence of macro cells are
discussed. Some other functionalities like delay-budgeting assign-
ment for timing-driven placement and also white space allocation
for routability-driven placement are also embedded in our place-
ment tool.

2. OVERVIEW OF DRAGON2005
A typical top-down hierarchical placement approach can be gen-

eralized as follows: at a given hierarchical level, the layout area is

Copyright is held by the author/owner.
ISPD’05, April 3–3,2006,San Francisco,California, USA.
ACM 1-59593-021-3/05/0004.

partitioned into several global bins. All the cells of the circuit are
distributed into these global bins to minimize a certain placement
objective. This cell distribution problem is called a hierarchical
placement problem. If a cell is distributed into a particular global
bin, it will be placed within the area of this bin in the final layout.
As we proceed to more refined levels, the number of global bins in-
creases and the physical size of global bins decreases. Thus we can
get more and more detailed information about physical locations
of cells as we proceed. The top-down approach terminates when
there are only a few cells in each global bin. Dragon2005 based
on Dragon2000 developed and presented in [2], is divided into
two phases, global placement (GP) and detailed placement (DP).
A top-down hierarchical approach is used in the GP phase. We re-
cursively solve the hierarchical placement problem and quadrisect
each global bin bins at each level. Overlap between cells are al-
lowed in the GP phase. The DP phase takes the output from GP
and produces an overlap free layout. Then it iteratively improves
the legal layout using a greedy heuristic. Due to the computational
complexity, the DP heuristic is only capable of performing opti-
mization locally. Thus it is expected that the top-down hierarchical
GP phase should finish the majority of work in placement. Wire-
length and net-cut are two popularly used objectives in different
hierarchical placement algorithms.

In this work, we propose hierarchical techniques to place large-
scale mixed size designs that may contain thousand of macro blocks
and millions of standard cells. Min-cut based top-down approach is
taken to handle the large complexity of designs and simulated an-
nealing is used to minimize the total wirelength. Min-cut partition-
ing should be aware of large macro cells and may result in different
sized bins. During simulated annealing, different bin sizes have to
be considered. The techniques discussed in this paper can be easily
incorporated into any hierarchical placement flow and effectively
produce legal final layouts with a short runtime.

3. FRAMEWORK OF OUR PLACEMENT
TOOL

Figure 1 shows our placement flow given in [3]. The circuit is
recursively partitioned alternatively along horizontal and vertical
cut lines. The subcircuits after partitioning are assigned to rectan-
gular bins. At some points a bin-based simulated annealing where
the objects that are moved are the subcircuits in the bins, is per-
formed to improve the current placement. Such a procedure termi-
nates when a certain stop criteria (e.g. average number of cells per
bin is less than a given number) is met. An adjustment step is then
executed to fit the current bin-based placement into row structures.
The next step is a cell-based simulated annealing. The bin structure
still exists and the cells are moved between the centers of bins. The
locations of these centers can be changed during the annealing pro-



Figure 1: Overall flow of placement tool

cedure. The final step simply spreads overlapped cells and makes
local improvements to obtain the detailed placement.

3.1 Partitioning
To handle the high complexity of the problem, the input netlist is

recursively divided into two partitions using a state-of-the-art min-
cut partitioner, hMetis [7]. Two things have to be considered during
partitioning. One is the number of cuts across the partitions and the
other is the balance in the sizes of two partitioned sets. hMetis is
shown to be able to get very good solutions in terms of both the
cutsize and the balance [6].

3.2 Simulated Annealing
A weakness of pure min-cut type placement is its irreversibil-

ity. Once a cell is assigned to one side of the cut line, it will never
move to the other side to improve the placement. Combining simu-
lated annealing in this flow helps placements move out of the local
minima. We use multilevel simulated annealing in this placement
flow. The key idea is to reduce the number of movable objectives
in annealing. The difference between our flow and hierarchical an-
nealing is instead of using a single cooling schedule through three
hierarchical levels, we use low temperature annealing at each level
and do not fix the number of levels. Moreover, we avoid using sim-
ulated annealing at the final placement stage and use a fast greedy
improvement instead. Both bin annealing and cell annealing use
total wirelength as the cost function. Also they adopt the same
cooling schedule. Swapping is the main move in both types of
annealing, and shifting is used a little bit in cell annealing. The
disadvantage of simulated annealing is its expensive runtime cost.
Although our flow tries to reduce this cost by bin-based approach,
annealing is still the most time consuming part.

4. MIXED-SIZE PLACEMENT
To build a mixed-size placement tool that can handle macro cells

as well as standard cells, we follow the basic flow a min-cut and
simulated annealing based placer [2], that is believed to be very
successful [8].

4.1 Macro-Aware Partitioning
Min-cut based hierarchical approaches run into trouble in mixed-

size placement, when there is a large macro cell that is bigger than
the bin size at a certain hierarchical level. Figure 2 illustrates this
problem. In Figure 2 (a), we are trying to vertically cut the bin.
The size of both sub-bins have to be equal to have a regular bin
structure. However, the macro is too large to fit into any of the sub-
bins, even though the actual area of the macro is equal to the half
of the bin being cut. Since each cell has to be assigned to only one
bin, we have to put the macro either into the left or into the right
sub-bin. If we put the macro into one sub-bin and the rest standard
cells into the other sub-bin, the resulting layout will be extremely
illegal. Figure 2 (b) shows a possible placement solution, which
can never be obtained by traditional min-cut based approaches.

(b)

macro cell

macro cell

(a)

Figure 2: (a) a macro cell is too large to fit into a sub-bin. (b)
possible placement solution for the bin, which can never be ob-
tained by traditional approaches.

In order to deal with macro cells [1], we must give up the regu-
larity of bin structure, so bins can have different sizes. For example,
we vertically partition the bin in Figure 3.

If there are more than one macros in the bin being partitioned,
we pre-assign macros so that they can fit in the sub-bins they will
belong to, and perform partitioning for the rest of standard cells.
If a macro cannot fit into any of the sub-bins, it is preassigned to
a sub-bin that minimizes the violation. When a bin contains only
one cell/macro, the bin is no longer partitioned but still can move
around during simulated annealing to minimize wirelength.

4.2 Bin-Based Simulated Annealing
After each bipartition, bin based simulated annealing is done to

find a good location for each partition to be placed in, minimizing
the total wirelength.

Because the bin structure is irregular due to unbalance partition-
ing, we have to take care of different bin sizes during simulated
annealing [1]. There are three types of moves in bin-based sim-
ulated annealing: horizontal switch, vertical switch, and diagonal
switch. These moves switch two adjacent bins. If the bin struc-
ture is regular, we can freely choose any type of move. However,
here we have constraints on these moves. Diagonal switches are
allowed only when the two bins have the same size (both width and
height), vertical switches are allowed only when the widths of both
bins are the same, and horizontal switches are allowed only when
the heights are the same.
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Figure 3: Partitioning when a bin contains a large macro

4.3 Legalization
Once average number of cells in a bin is less than a certain num-

ber, recursive partitioning and simulated annealing is halted and we
proceed to the detailed placement step.

First, overlaps between cells have to be resolved to get a legal
placement. This step is called legalization. Without macro cells,
this stage is very simple. All that needs to be done is to place
cells next to each other in a row from left to right. However, with
the presence of macro cells that spans through multiple rows, the
problem is no longer straightforward. Since we have attempted to
put macro cells inside bin boundaries during the previous steps,
we expect that macro cell will not cause too many problems, but
simply placing cells next to each other result in cells outside of the
chip boundary. When placing cells to remove overlaps, we have
to consider two conflicting factors: the degradation in placement
quality and the legality of result. To address this conflict, we use a
cost function for placing each cell that combines both factors. For
macro cells, the cost function of putting cell c into row r is

cost(c,r) = α · (position o f f set)+(1−α) · xf inal

and for standard cells

cost(c,r) = α · (wirelength change)+(1−α) · xf inal

where position o f f set is the distance from the original position
to the final position. wirelength change is the change in wirelength
caused by moving the cell which can be negative when wirelength
decreases. x f inal is the x-coordinate of the cell after legalization. α
is a coefficient to control the importance of each term.

After all overlaps are removed, greedy local improvement is per-
formed. First, we try to switch adjacent standard cells to see if
wirelength can be improved. This step will cure the wirelength loss
caused by blind cell spreading step of legalization.

In order to handle fixed blockage, set up an array of integer is
set up in each row. Each array element represents a site. First, the
site array is initialized to all empty. For those sites taken by fixed
macros, the site array element is marked as blocked. Cells will not
be placed on the blocked sites. For each row, all the bins from left
to right are traversed and each cell is attempted to be placed in the
bin onto the site array. If there are blocked sites we jump over it
and go to the right side of the chunk of blocked sites.

5. WHITE SPACE ALLOCATION FOR
CONGESTION HANDLING

The use of white space in fixed-die placement is an effective way
to alleviate congested areas in order to improve routability [5]. Our
placement tool includes a white space allocation approach that dy-
namically assigns white space according to the congestion distri-
bution of the placement. In the topdown placement flow, white
space is assigned to congested regions using a smooth allocating
function. A post allocation optimization step is taken to further im-
prove placement quality. Experimental results show that the pro-
posed allocation approach, combined with a multilevel placement
flow, significantly improves placement routability and layout qual-
ity.

6. TIMING-DRIVEN PLACEMENT
The other functionality our tool can support is timing-driven place-

ment [4]. A slack assignment approach is used for delay budgeting
to make the tool capable of timing-driven placement. Compared to
Cadence QPlace, the proposed placement flow generates placement
with shorter clock cycle and better routability. Our experimental re-
sutls show that considering design hierarchy is a promising way to
handle timing oprimization problem.

7. CONCLUSION
A hierarchical method for placement is proposed in this paper.

The proposed methods is based on min-cut partitioning and sim-
ulated annealing. We extend our placement tool to handle macro
cells so that it can be used to place very large SoC-style designs
that may contain thousands of IP blocks of various sizes as well as
millions of standard cells. Our tool is also capable of doing timing-
driven as well as routability-drive placement for standard-cells.
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