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Abstract—n this paper, we develop a multilevel global place- architecture and/or circuit designers usually followsltdggcal
ment algorithm (MGP) integrated with fast incremental global hjerarchyof the design which reflects the logical dependency
routing for directly updating and optimizing congestion cost 54 relationship of various functions and components in the de-
during physical hierarchy generation. Fast global routing is . . . .
achieved using a fast two-bend routing and incremental A-tree s!gn. Such aloglca.d hlerar_chy may not map yvellto_atvyo—dlmen-
algorithm. The routing congestion is modeled by the wire usage Sional layout solution, as it is usually conceived with little or no
estimated by the fast global router. A hierarchical area density consideration of the layoutinformation [1]. Therefore, in our in-
control is developed for placing objects with significant size vari- - terconnect planning stage, we first flatten the circuits in the log-
ations. Experimental results show that, compared to GRDIAN-L, jea) hierarchy to the extent that we are certain about the “phys-

the wire length-driven MGP is 4-6.7 times faster and generates . I lity” (i tain that the Gircuits i dul
slightly better wire length for test circuits larger than 100 000 cells. ical locality” (i.e., we are certain that the circuits in a module

Moreover, the congestion-drivenMGP improves wiring overflow ~ Should physically stay together). We then generaghysical
by 45%-74% with 5% larger bounding box wire length but hierarchyto define the global, semiglobal, and local intercon-
3%-—7% shorter routing wire length measured by a graph-based nects (based on their levels in the physical hierarchy).
A-tree global router. There are some recent studies on generating a good physical
Index Terms—Congestion, deep submicrometer, interconnect, hjerarchy from the flattened function and logical hierarchy for
physical hierarchy, placement, routing. performance optimization [2], [3]. However, they have little or
no consideration for routing congestion, which may cause un-
|. INTRODUCTION certainty in later design stages because the planned global in-
L .terconnects in overly congested areas may be forced to make
I NTER(?O.NNECT has become the dominating faf:to_r_ 'Betours or change layers. Table | shows the wire length distri-
determining overall system performance and rellabllltlfiution of a high performance application specified integrated

mewtabr:y, I !rr:pactsall sttagef _ofdthg defsllgn flow. In [1], ?jci[scuitdesignfrom IBM after detailed routing. The chip dimen-
ree-phase interconnect-centric design flow was propose Sion is about 10 mnx 10 mm. It has more than 1.3 million

includes: 1) interconnect planning; 2) interconnect synthes;,?e'ts’ with buffers inserted at an early phase for performance op-

and 3.) mterconn_ec_t Ia)_/out in order to emph_a15|ze '_merconn?l‘f‘ﬁization. It shows that local interconnects will generally be
plannln_g and opt|m|zat|on_throughou_t the e_ntlre de§|gn ProCepSuted at lower metal layers and global interconnects will be
The interconnect planning phase is particularly important eferably routed at higher metal layers. However, due to timing

the interconnect-centric design flow because it provides ea d congestion constraints, some long nets still have to be routed

assessmer)ts' on.sys.tem performancg, thereby enabl|n.g. PeUPlower metal layers and some short nets are actually assigned
mance optimization in the early design stages. In addition 118 higher metal layers

performance optimization, it is equally important to reduce de- he above data suggest that the performance estimation in the

.S"gg !Jnntchegtgg?/;;g enn;uareetgat_';rr:i ﬂlinnnggcfﬁtuétj (?:tno?]es MtErconnect planning stage must consider layer assignment and
lzed | '9 ges without signih viatl “ congestion control of global interconnects.

Although the very large scale integration (VLSI) designs are In this paper, we shall discuss our multilevel global place-

inevitably hierarchical given their high complexity, the hardr-nent (1GP) algorithm integrated with fast incremental global

ware description language (HDL) description provided by thr%uting for directly updating and optimizing the congestion cost

for physical hierarchy generation. In particular, we shall discuss
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TABLE |
WIRE LENGTH DISTRIBUTION ON ALL ROUTING LAYERS OF AN INDUSTRIAL ASIC DESIGN

Total Wire Length (meter) all net
layers Ml M2 M3 M4 M5 M6 M7 layers count
nets <0.1lmm 6.88 1092 7.5 2.40 0.44 0.11 0.04 2794 | 73.85%
nets [0.1-lmm] | 8.78 20.01 28.76 2747 18.79 1750 1241 133.74 | 23.23%
nets >1mm 0.69 231 6.53 1431 1510 2132 1503 7529 | 2.92%
all nets 6.9% 140% 179% 18.6% 145% 165% 11.6% 100% 100%

several well-known global placement techniques: min-cut parthe congestion during the placement or floorplanning stage. In
tion-based placement (e.g., [5]), analytical methods with recdi:5] and [19], it is shown that there is a mismatch between wire
sive partitioning (e.g., [6]), and simulated annealing (SA)-baséehgth and congestion objectives. In [20], a simple LZ-shape
approaches (e.g., [7]). Many placement tools use hybrids raiuting is incorporated into an SA-based floorplanning engine
these techniques to yield better results. to consider congestion. However, there may not be enough
The most noticeable SA-based placement is the Timberwglbbal interconnects seen by a floorplanner. In [21], the wiring
placer [7] and its successors (e.g., [8], [9]). The SA-based plackemand of a net is modeled by a weighted bounding box
ment uses a temperature to control the amount of hill climbin@BBOX) length. The wiring demand estimation can be fast,
The temperature is gradually reduced according to a coolittppugh it may be inaccurate. In [22], precomputed Steiner
schedule. tree topologies on a few grid structures are used for wiring
The placement based on analytical methods with recursigemand estimations. This approach is tailored for recursive
partitioning was first proposed in [10]. In [10], starting frompartition-based placement and may not foresee congestion
the whole design as a single partition, it recursively appliggoblems within each partition. In [23]-[27], an indirect
guadratic placement to each partition to give the optimal modudell padding or region growing/shrinking is applied to the
location without considering module area constraints. It then lglacement after congestion analysis. This type of approach
partitions the modules by selecting a cutline. In [11], the partivill not dynamically monitor the congestion changes and has
tion method was simplified by choosing the medium moduless control over reducing the congestion. Moreover, if the
location as the cut line for the initial solution of a partition. Ircongestion in a region is not caused by the connection to the
[6], the placement was formulated as a sequence of quadraiics inside the region, cell padding or region shrinking may
programming problems and the recursively refined partitiomot always helg. In [28], a postprocessing of moving cells
were translated to the constraints in the quadratic placemevith Steiner tree reconstructions is used. In this approach, the
steps. Each quadratic programming sees the entire circuitcl movement is limited and reconstructing the Steiner trees
avoid making local decisions for each partition. It was furthemn each movement is too expensive. In [29], it is shown that a
extended for linear wire length by a proper scaling using thstprocessing technique is effective in minimizing congestion
edge length from previous iterations [12]. In [13], the recursiMeecause routing congestion correlates with wire length in a
partition was done by quadripartition. Each quadripartition gobal view. In [30], a postprocessing placement is proposed
optimally solved to minimize the movements and to satisfy thesing a new congestion model. It estimates the congestion
area constraint of each partition. In [14], extra forces are addesing the method in [21] and expands certain congestion
to the quadratic placement for overlapping removal. regions (by solving an integer programming problem). This
Recently, a number of hybrid placement methods weepproach improves the accuracy of congestion, though the
proposed targeting the efficient handling for high desigrouting congestion is still not dynamically updated.
complexity and performance optimization. Reference [15] usedin general, the most accurate congestion estimation still
a recursive bipartition-based method to produce routable placemes from the global router itself. However, due to the high
ments. The “relaxation-based local search” is used for globmmputational complexity, most previous works used a variety
placement [16], which iteratively selects a set of modules andl simplified approximations to estimate the congestion. Our
solves the optimal locations for them. A placement based approach differs from the others by building a fast global
recursive min-cut quadripartition is proposed in [17]. It differsouter and integrating it with an efficient multilevel placement
from previous approaches by doing bin swapping placementengine to provide dynamic routing congestion guidance to the
each partition level using SA technique. A multilevel placemeptacement engine.
is proposed in [18]. It recursively clusters circuits and solves
the coarsest level placement by nonlinear programming using I1l. PROBLEM EORMULATION
the interior-point method. The placement solution is then . oo : i
recursively declustered and refined by a greedy algorithm tﬁ)The mFerconnects_ of a VLS.I ciruit are determined by: 1)
obtain the global placement solution. the locations and sizes of logic gates, flip-flops, and buffers
None of the aforementioned placement techniques directlyror example, if two heavily connected partitions can only be connected with

handle routing congestion.Several existing works considerhorizontal passthroughs in a narrow channel with blockages on top and bottom
sides. The channel will be very congested. However, no matter how you pad
1Although [14] claimed that wire density can also be handled, it did not repdtie cells inside the channel or grow the regions, the congestion caused by pass-
experimental results using wiring density. through wires cannot be eliminated.
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Fig. 1. lllustration of logical and physical hierarchies.
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and 2) the interconnect geometry that includes wire locatior -€vel k
layers, and widths. Although interconnect delay is the dom.-
nating factor in system performance, only the delays of “long;
interconnects are sensitive to wiring geometry. The delays o

“short” interconnects are determined mainly by the driver/re- ) ] )
ceiver sizes and are less sensitive to wiring geometry. It is if}€Signs in the VLSI computer-aided design (CAD) area [18],
portant to identify and optimize global interconnects in earlp1l: [32], the backbone of our system is a multilevel SA en-
design stages. This important problem of determining global ifil"€- _ o _
terconnects can be solved by physical hierarchy generation.  The multilevel (or multigrid) method was first developed for
The physical hierarchy is represented by a bin structure aﬁavmg_partlal differential gquatlons [33]. Thg pr|nC|pIe.|s basgd
cell location assignment. We can use the bin centers to rougffy the interplay of smoothing and coarse grid correction which
specify cell locations. Global routing can be performed qump!ement each other._The multilevel method has been widely
the bin structure to estimate net topologies. The finer the pi§€d in various applications. A recent survey paper [34] has a
structure becomes, the more accurate the cell locations and$R4d introduction and links to other surveys and resources on
topologies are. We also call our physical hierarchy generatidif multilevel method.

process “coarse/global placementbecause we only place Applying the multilevel method to the global/coarse place-
cells in coarse locations (bin centers). ment problem results in &-Shape multilevel global/coarse

The inputs of the physical hierarchy generation consist of tiRggcementalgorithm flow. We first give an overview of this
logical hierarchy, design specification, and technology. The IOHOW-
ical hierarchy includes a hierarchical net list description con-
sisting of library cells, hard intellectual property (IP) blocks?- Algorithm Overview: V-ShapeGP
and soft IP blocks. The width, height, and delay information of Fig. 2 shows an overview of our multilevel global/coarse
library cells and hard IPs are known. The soft IP blocks can pgacement framework. It includes a coarsening phase which
further flattened into other hard IP blocks or library cells. Fig. fecursively builds coarsening levels, an initial placement step
shows an example of a logical hierarchy and a physical higjn the coarsest level and a refinement phase which refines
archy generated from that logical hierarchy. each coarser level placement solution to obtain a finer level
Given the above inputs, the physical hierarchy generatipiacement solution.
places cells in a bin structure for optimizing the design objec- The details of each phase are explained below.
tives (delay, area, etc.). The outputs include: 1) block locations Coarsening by ClusteringCoarsening can be performed by
specified by bin centers; 2) global nets (inter-bin nets) routing oge clustering. A netlist is coarsened by grouping nodes (or
estimations (topology, wire sizing, and layer assignments); andce|ls) together to form a new netlist with fewer nodes and
3) delay estimations, power estimations, etc. fewer nets. Sometimes area constraints are considered so that
In this paper, we assume that the necessary flattening of theyne resulting cluster sizes are more or less balanced. This
logical hierarchy is complete and focus only on the physical hi- ¢jystering process is done recursively to generate a netlist
erarchy generation by global placement for wire length mini- nat is small enough to be efficiently placed.

juwaooed Aq Jusuwrsuryer pue Suruasreooun)

?. 2. V-shape multilevel SA coarse placement framework.

mization and routing congestion minimization. Several clustering algorithms can be used for our purpose.
For example, we can apply the connectivity-driven clustering
IV. MGP ALGORITHM WITH CONGESTIONCONTROL (edge separability-based clustering [ESC] [35], modified hy-

High computational complexity is the major challenge for Peredge coarsening [MHEC] [31]), the performance-driven

physical hierarchy generation. Inspired by the recent success oftlustering (two-level clustering [TLC] [36]), or even use the

the multilevel methods in efficiently handling high complexity ~©rigina! logical hierarchy for clustering. In our currentimple-
mentation, we use thérstChoice(FC) clustering algorithm

3Here, global placement and coarse placement refer to the same thing, there[37] because it experimentally gvesusa better hierarchy for
fore, we use these two terms interchangeably in this paper. global placement. (See results in Section V-A2.)
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« Initial Placement on the Coarsest Levafter the coarsening area bound in each placement bin during the placement process.
phase is complete, at the coarsest level a netlist whichTiee conventional wisdom is to allow some area overflow up
much smaller and can be efficiently placed is obtained. Arig a fixed percentage of the bin area bounds such that a de-
placement algorithm can be used to generate the initial platailed placement solution can be obtained without significant
ment solution. In our system, an SA placement engine is usgell movement.
to generate the initial placement on the coarsest level as in [7]The fixed overflow percentage does not work well in a multi-
and [9] for its flexibility of integrating various design objec-level coarse placement due to the significant variations in cluster
tives and handling constraints. sizes. The clusters in coarser levels may even be larger than a

» Uncoarsening and Placement Refinem&ie uncoarsening placement bin. One solution is to use coarser bin structures in
phase starts from the coarsest level placement solution amdrser levels; however, it loses the accuracy and creates un-
iteratively refines a coarser level solution to a finer level saecessary cost jumps when switching from coarser to finer bin
lution. A coarser level placement solution is first declusterestructures. For example, in our early implementations of the
to the original netlist in the finer level representation. Thenultilevel SA process, which are no longer used, we used dif-
subclusters at the finer level assume the locations of théirent placement bin structures for different placement levels
parent clusters in the coarser level. Any iterative placementthe multilevel placement scheme (coarser level placements
method can be used to refine the placement solution on thieh coarser bin structures). For each level, we enforced the area
finer level. bound constraint by allowing a fixed percentage area balance vi-

In our system, the refinement is performed by the same $fation in each bin. The percentage of area balance violation al-
engine to place clusters in the current level on a placeméoived in coarser level placements is greater than or equal to the
bin structure. However, the SA process shall not start froames in finer level placements. However, we encountered prob-
a very high temperature as a normal SA-based placemé&rns caused by significant cost changes when a coarser level
does, because it would be roughly the same as starting freniution was declustered to a finer level solution. We also had
a random solution. The SA engine only starts at a middle problems in move generation with strictly enforced area balance
low temperature during the refinement phase. The detailsegnstraints. When the constraints are too tight, it deteriorates
our SA engine are explained in Section IV-D. both the runtime and the solution quality as the move genera-
There are several features in our multilevel coarse placeméfn is too restrictive (even with cluster swapping moves).

that need further explanation. We shall first give an overview of A cost jump during the optimization means that the opti-
these features and explain the details in the subsequent sectiohigation engine may not optimize the accurate cost function at

« Placement CostOur coarse placement engine can perforrﬁigher levels. It usually t_ranslates to a less efficient c_)p_timiza-
both wire length-driven placement and congestion-drivéiPn Process. In the multilevel placement framework, it is hard
placement. The congestion-driven placement is usua;@ellmmate th(_a costjump causgd by declustering pecause _there
turned on at the finest few clustering levels. The congestiGk€ More nets involved in the wire length computation at a finer
cost is estimated based on global routing solutions general@¢e! than that at a coarser level. However, the cost jump due
by a fast global router. The details of the fast global routép Switching the grids is unnecessary and can be eliminated by
are explained in Section IV-C. The placement cost functioh$ing the same grid structure at each level. _
are explained in Section IV-D2. We solve this problem by a hierarchical area density control

« Static Placement Bin Structur&he sameplacement bin @lgorithm. Our density control imposes a density bin hierarchy
structure is used at each level in the multilevel placement ggBH) on the target placement bin structure and enforces re-
avoid unnecessary cost changes during decluster{@pe laxed area constraints for all the bins in the DBH. Subsequently
detailed explanation in Section IV-B.) we shall show that the area constraints are gradually tightened

« Hierarchical Area Density Constraintdo ensure that the in our multilevel framework while allowing more freedom for
coarse placement solution can be legalized to a detail4Ster moves at coarse levels.

(overlap-free) placement without significant cell move- The DBH is formed by recursively grouping adjacent bins to
ments, the coarse placement result shall satisfy certain ag&ferate the bins in the next level. The bin structure at level 0 is
density constraints. In order to handle significant clusté&ctually the placement bin structure. Fig. 3 shows an example
size variations, we develop a method to handle the aréh@ DBH where boundary lines of different levels of the bin
constraints hierarchically. The details are explained Ffructure are drawn differently. In this figure, there are three bin

Section IV-B. structures in the DBH: an 8 8 bin structure at level 0, a% 4
bin structure at level 1, and a22 bin structure at level 2.
B. Hierarchical Area Density Control DenoteA; as the area bound for a b in level i in the

. . DBH, which is also the summation of all area bounds of bins
In order to legalize a global placement result to a detallq I

: , : evel 0 which are contained iB;. Similarly, denotel/; as
(overlap-free) placement without much wire length InCcreasg o rrent area usage for bisj, which is also the summation

each_ placementbin s usually |mppsed anarea bpund constralily rrent area usages of bins in level 0 which are contained
that is, the total area of cells assigned to this bin shall not. {" Bi. The hierarchical area constraints are enforced on each
ceed this bound. It is difficult, however, to maintain a Str'célustber move. Eor a cluster move that moves a clustsrarea

o : 0 : .
4In [18], different placement bin structures are used at each level in the m@i: {0 PIN By atlevel 0 in the DBH, B, also is a placement bin),
tilevel placement process. for any blnB’]’: on leveli in the DBH that contains bii}, the
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Fig. 3. DBH for area density control.
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overflow of binBj. must be smaller thahka., wherek > 1is a P1NN

user-specified parameter (that is, in DBH, for ay contains

By, we requirg(U; + a. — A}) < ka,). »
For example, if a cluster with area is moved to bin (2, 3) (b) VHY routing (© HVH routing

in Fig. 3, the area constraints of the following bins are enforced:

bin (2, 3) on level 0, the level 1 bin covering the region markeflg. 4. lllustration of HVH and VHV routing selection of LZ-router.

with 1 in Fig. 3, and the level 2 bin covering the region marked

with 2 in Fig. 3. _ _ better routing layers and routing topologies in order to meet the
Under our hierarchical area density control, a placement Bift to-mance constraints. In order to save the runtime, layer as-

serves more like a coordinate than a bin. Assigning a clus énment is not performed on each SA move in our implemen-

tioning the clust ter 1o the bi ter B fth h,'ﬁjition. Instead, layer assignment is only performed at the begin-
ioning the cluster center to the bin center. Because of the 'ﬁfﬁg of each SA phase on each level.

archical area density contr_ol, an overf_lowed bin always |mpl_|es 1) Routing for Two-Pin NetsWe use a fast two-bend
empty or less congested bins in its neighborhood. As the refine-

. ) routing algorithm to route two-pin nets. We call the two-bend
ment is performed from coarser to finer levels, the relaxed area’,. * I ; Y
constraints will be gradually tightened due to the size decre f gtlng L_Z-routmg and our t.wo-bgnd router an I_.Z-router..
of the clusters. Therefore, there should not be significant ar e possm_)le numper of cgnﬁgurgﬂons O]_c connecting tW_O pIns
overflow when the refinement on the finest level is completé\.’Ith coordinatesi j) and ¢ + x, j + y) using th.e LZ-routlng.
Macros will be legalized after a few levels from the coarseli | # | + | y |- However, the most apparent implementation
levels. Using this method, our annealing engine can efficientfjllich needs to calculatex | x | y | wire usage queries on
handle mixes of big and small modules/clusters and will not ¥ boundaries does not requit¥| = | + | y |) time, but
stuck due to area constraints. O] z | x [y ) time.

If the area constraint is satisfied in a region, by applying the Our LZ-router uses auxiliary data structures (similar to a seg-
pigeon hole principle, at least one of the subregions of the f@ent-tree data structure, explained in the Appendix) to find
gion satisfies the area constraint. We apply this property in tB@od quality routes by performing a binary search of the pos-
SA move generation. If the SA engine generates a target log#ble routes for a two-pin net.
tion bin BY in the DBH for a cluster and this move violates the =~ Thewire densityof a bin/region is defined as the wire usage
hierarchical area constraints, an alternative location can be edfi-the bin/region divided by its area. For a net connecting two
ciently found as follows. In the DBH, we first find the smallespins P, and P, which are bounded by a rectangle BBGX
bin Bf (in level k) that contains binB? and ensure that all of [Fig. 4(a)], if the maximum of the wire density of the vertical
the higher level bins that contain bB]’? also satisfy the area (horizontal) boundary bins oB on the vertical (horizontal)
constraint. An alternative location can be found by recursivelgyer isW Dy, (W Df ), the wire density of regiol3 on the
applying the pigeon hole principle from b} in the DBH. horizontal (vertical) layer i§V Df (W Dy, ), then thepossible

) maximum wire densityf VHV (HVH) routing is the maximum
C. Global Interconnect Topology Gengratlon and Layer of Wng (Wng) andWDH (WDY, ). The VHV routing
Assignment for Coarse Placement Guidance pattern [Fig. 4(b)] will be chosen if its possible maximum

Since most of the nets are two-pin nets and a multipin nefre density is smaller than that of HVH, otherwise, the HVH
can be decomposed into two-pin nets, we first build a fast, caruting pattern [Fig. 4(c)] is chosen.
gestion avoidance two-bend router (LZ-router) for two-pin nets. Assuming the VHV routing is used, our algorithm recursively
We use this fast two-pin net routing algorithm with an incremakes a horizontal cut oR and selects the one with a smaller
mental A-tree generation algorithm for multipin nets to build ire density to route. It stops when the choice narrows to a
fast global router. single row.

The fast global router also includes a fast layer assignment alif the complexity of a query on wire density in a region is
gorithm which assigns nets according to the net criticality. Th, the complexity of our LZ-router i®(log(| = | + | y |)R)
more critical the nets are, the higher priority they have to choobecause it takes at moSt(log(] = | + | v |)) binary search

v
|
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FTR=FT==rTS operation of moving a pin fromz{, y1) to (z2,y2) incurs, at
most,log(z1 + y1) + log(z2 + ) edge changes.

For example, in Fig. 5, assume that at the beginning, only
the root pin is inserted. If we insert a pin at (7, 5), it will first
connect to its parent, which is (6, 4). It then moves up one level
to connect to (4, 4) and then from (4, 4), moves up one level to
connect to (0, 0). If we insert a pin on (6, 5), it will connect to
(6, 4), sharing the connection from (6, 4) to the root. Similarly,
if we insert (5, 1), it goes to (4, 0), which will directly connect
to the root.

With the fast two-pin routing and incremental A-tree routing,
for ann-pin net with BBOX lengthL on ag, x g, bin struc-

Fig. 5. lllustration of the IncA-tree algorithm. ture, the complexity of updating a nonroot pin moveidog L)
times the complexity of LZ-route8(log L log(g..+g,)), which

steps to find a route. Given @ x g, bin structure, if we do is O(log L? log(g. + g,)). For moving the root, the complexity
not insist on finding the exact answer of a query used in oi§O(nlog® Llog(g. +g,)). While providing superior guidance
LZ-router but use a larger region to answer it approximatefr congestion optimization during the coarse placement, the
(refer to Appendix), it can be answereddlog( g, +g,)) using runtime overhead of our congestion cost updating grows slowly
segment-tree-like data structures. Therefore, the complexity fi#€ to the low logarithmic complexity.

our LZ-routing isO(log(| z | + | y |) log(g= + g,)). Thus, we It is obvious that the IncA-tree may generate routes with
have longer wire lengths than the A-tree does and using it may

Theorem 1:Given ag, x g, bin structure, the complexity overestimate the congestion. However, it is never intended to
for the LZ-router to route two pins with coordinatesj) and Pe used as the final measurement of the placement congestion.
(i+x,5+y)isOog(| x| + |y |)log(gs + gy))- Instead, it is used to guide the placement optimization.

2) Incremental Hierarchical A-Tree Constructiorfor a
multipin net, a rectilinear Steiner arborescence tree (A-tree)lds Multilevel SA Global Placement
constructed for the routing estimation. An A-tree is a shortest The details of the SA engine are described below.
path rectilinear Steiner tree. There are some heuristic algo-1) Solution SpaceA statichin structure is used at each level
rithms that construct an n-pin A-tree @(n log n) time with a  during the multilevel placement. Clusters are placed at bin cen-
solution no worse than 2x of the optimal A-tree solution, e.gters subject to the hierarchical area density constraints, as ex-
[38] and [39]. However, if an A-tree is reconstructed for anglained in Section IV-B. The hierarchical area density control
pin location update, the complexity would 657> log n) for makes it possible to place clusters that are much larger than a
eachn-pin net in a pass of moving all clusters, which is togin.
expensive. 2) Cost Function: The cost function for our SA engine has

We develop an incremental A-tree (IncA-tree) algorithm thatvo modes: wire length-driven mode and congestion-driven
can efficiently update the routing topology for each pin locatiomode. The cost function for the wire length-driven mode is the
change. We only explain the construction in the first quadrasimple summation of the BBOX wire lengths of all nets.
because the construction of all quadrants is similar. Given a gridThe fast global router described in Section IV-C is used to
structure consisting of2™ + 1) x (2™ + 1) grids on the first estimate the wire usage in each bin. The cost function for the
guadrant, we can recursively quadripartition the grid structucengestion-driven mode is the quadratic sum of the wire usages
until reaching the unit grid. For example, the grid structure iof all bins on all the routing layers. This cost is equivalent to
Fig. 5 is first quadripartitioned by the cut lines= 4 andy = 4 the sum of the weighted wire length as it weights all the wire
to form four partitions. If there are some pins located insidesegments in each bin by its wire usage.
partition (including locations on the bottom and left boundaries, On a horizontal routing layer, if a global routing wire segment
but excluding the locations on the right and top boundaries), tbéwidth A, is routed across a bin of widtls,, it contributes
lower-left corner of the partition is the root for a subtree cork;w;, wire usage to the bin. If the wire segment starts from or
necting all the pins inside this partition. For example, (4, 4) snds at this bin, it contributes G.5w; wire usage to this bin.
the root for any pin at locationz(y) with 4 < =z < 8 and The wire usage on a vertical is similarly estimated.

4 < y < 8. For a partition with some pins located inside, its root If a bin has wire usag#, its cost isiW 2. The total cost is the

has an edge connecting to the lower-left corner of the previosismmation of all the bins’ costs on all the layers. The intuition
level quadripartition. In the above example, (4, 4) has an edgkthis cost function is from a linear weighted cost that was used
connecting to (0, 0). By recursively performing such quadripalby many global routers. This cost function encourages the SA
tition, we can build an A-tree such that each pin atlocationf moves that can route affected nets with shorter length and less
can connect to the origin (0, 0) withax(log z,log y) edges. congestion.

Any pin insertion (deletion) to locationz(y) only incurs, at  For this cost function, if the wire usage of a bin is changed
most, log(x + y) edge insertions (deletions). Therefore, eadnom W to W + d, the cost change &IW + d?. Therefore, if a

S = N W A NI
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wire usagel is added to each biB; with wire usagéV; in a set A binary search is performed on the temperatures to find the

of bins By, B, ..., B,, the cost update isd* + 2d Y, W;. temperaturél™ that makes the expected cost-change close
This is useful as we can use a tree hierarchy to store the usagéo zero. The temperatuf@ is our starting temperatufe.

data. The above formula shows that if a segment is routed fromNext temperature calculatiorThe next temperature calcu-

columns to columny on rowk, the wire usage change of each lation is a function of accepting ratia. For a given tem-

bin isd and the total wire usage &, ; ; in these bins, thenthe  peraturel’, the next temperature is @Sf « > 0.96; 0.9

cost change over the bins(ijs—z'+1)d2+2de7i7j.Therefore, if 0.8 < a < 0.96; 0.95I' if 0.15 < o < 0.8; 0.87" if

the congestion cost can be efficiently updated by decomposinga < 0.15[42].

each global routing change to a set of wire segment insertioasinner number Two inner numbergnnery andinner, are

and deletions. used. For each temperature on leiigdhe SA process starts
Minimizing wire length is strongly related to congestion min-  with a pass ofnnery x n; moves. If the current pass reduces

imization. Therefore, wire length minimization is performed the total cost, the temperature is repeated wither; x n;

on coarser levels. Congestion optimization is only turned on moves untilm cost increase passes are encountered. If the

at the last few finest levels of refinement. We provide a “re- probing pass increases the total cost, the SA engine jumps to

duced mode” where the congestion-driven mode is only turned the next temperature. By starting with a smaller inner number

on at the finest level when the accepting ratio is lower than for the probing pass, the SA engine can quickly skip some

a predefined thresholt]. and the congestion-driven and wire temperatures without significantly increasing the total cost

length-driven modes are alternatively run at a rate-eff. : f.. if the calculated starting temperature is too high. The reason
Our experiments find that. = 0.075 and f. = 80% give the for running the same temperature with several passes is that
best tradeoff between the runtime and the solution quality. our inner number is relatively small compared to the conven-

3) Neighborhood StructureTwo moves are used—cluster tional annealing schedule. Enough runs are needed in order
move and I/O pads swap (not used in the experiments shownto let the SA engine do enough work at each temperature.
in this paper). A cluster move randomly selects a cluster and A pass with increased cost usually indicates that the cost re-
moves it to another bin. The target location is either randomly duction in the current temperature is becoming less effec-
selected (within some range limit) or computed to minimize tive and a lower temperature should be used. The SA engine
the BBOX wire length. The experimental setting of the random should tolerate a few cost increasing passes such that it does
moves probability isnax(accept ratio,0.6). If the generated  not jump to a lower temperature too early. The values are ex-
move violates the hierarchical area density constraints, an al-perimentally set tannery = 1, inner; = 5 andm = 2.
ternative target location is generated according to the methedFreezing temperaturelhe freezing temperature is set to be

described in Section 1V-B. AC/ec, whereC'is the current cost) is a user-input param-
4) Cooling Schedulelet n; be the number of clusters in  eter;ec is the net count of the current level [42]. The default
leveli. The cooling schedule is shown below. value for )\ is 0.005.
« Move accepting probabilityThe probabilityp for accepting
amove with cost-chang&C'isp = e~ 2¢/T whenAC > 0 V. EXPERIMENTAL RESULTS

andp = 1 whenAC < 0. _ Our multilevel global placement algorithm is implemented in
* Starting temperature The starting temperature for thec. /ST |t can be run in three modes: wire length minimiza-
coa_rS(_ast level (levet) is set to be 20 times the standargjg, (MGP), congestion-driven at the finest levelGP-cg), and
deviation of the costs of;, random moves, as suggested byhe “reduced congestion-driven modei@P-cg.rd) described
[40]. For the remaining levels, the SA engine works morg section IV-D2. Our experiments are conducted on a Sun
like local refinement at lower temperatures. By starting frorg|ade 1000 workstation running at 750-MHz frequency (except
a lower temperature, the SA engine permits less cost-ifpe experiments in Section V-D).
creasing random walks from the good solutions obtainedThree sets of placement benchmarks are used for experiments
from the coarser levels, thus speeding up the optimizatigid comparisons in this section. The first set of benchmarks is
process. The starting temperature is calculated by usipgbvided by the authors of [18] and is in tIRROUD format
methods similar to [41] which assumes that the temperatuigich can be taken by GRDIAN-L [12] and DomiNO [43]. It
of the solution from the previous level is in an equilibriuntontains two of the largest circuitagsmall, avglarggin 1993
state such that the expected cost-change of random mongeroelectronics Center of North Carolina layout benchmark
is zero® For leveli (i < k), this method first generatessets and somémXX circuits derived from the International
n; random moves. A binary search is then performed ®ymposium on Physical Design (ISPD98) IBM benchmark
find a temperature that makes the expected cost-changgte [44]. We call this set of benchmarks BENCHP. The
close to zero. Given a temperatufe the probability P  second set of benchmarks is obtained from [45] in @&RC
of accepting each of the; moves is first calculated. The BookShelformat and is referred asENcHB. It is also derived
expected cost-change f@éris then calculated based d?y. from the ISPD98 IBM benchmark suite [44]. The third set of

5In extreme cases, where all moves make cost increase or decrease (we ne@ecause the solution from the previous coarser level is not really in an equi-
encountered such cases), we can simply set the temperature to the freezing libnim state, we have added in other user-input engineering adjustments to fine
perature or 20 times the standard deviation of the costs oindom moves.  tune the starting temperature calculation.
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benchmarks is a set of industrial benchmarks from IBM and is TABLE I
referred agsENCHI CHARACTERISTICS OFCIRCUITS IN BENCHP AND BENCHB

Though theibmXX placement benchmarks BeENCHP and BENCHD SENCHD
BENCHB are all derived from the ISPD98 IBM benchmark suite  circuit #cells | #nets | #rows || circuit| #cells|  #nets | #rows

44], they are different in both cell library and netlist. As the avasmall| 218541 221241 80[|ibm01| 12028 | 11507 64
[44] y Y avglarge | 25114 | 25384 86 ||ibm02| 19062| 18429| 64

o_r_igir_lal ISPD98 IBM benchmar_k suite [44] was released aspar- jpmoap | 27220| 31970| 116 ||ibm03| 21879| 21621| 64
titioning benchmarks, only netlist and cell area were provided. ibm07-p | 45639 48117| 151|/ibm04| 26332| 26163| 64

ot B . ibm09-p [ 53110| 60902| 162 | ibm05| 28146 | 28446| 64
No placement SpEC!fIC&tIOI’]S, such as standard-cell row SPeCI- 10 | 68685 | 75196| 185 ||ibmos| 32018 | 33354| 64
fications, were provided and most of the benchmarks contain ibmi4-p | 147088 | 152772 | 271 ||ibm07 | 44811 44394| 64

large macros. ThédbmXX circuits in BENCHP have the same il;m}g-p }g;;gg 186602 ggg @gmos g(l)gg ggggg 2:
: ibm16-p 9004 ibm09
netlist as [44], however, they assume that all the cells have a ibm17-p | 184752 | 189581 | 303 [|ibm10| 66762 | 64227| 64

uniform dimension in order to conform to a standard-cell place- ibm18-p | 210341 (201917 | 324 ||ibmll| 68046 | 67016| 128

i ; ibm12| 68735| 67739 128
ment benchmark. IBENCHB, all the big macros are first taken 13| 20006 | 83806| 128

out of the circuits; second, the remaining cells are converted ibmi4 | 145397 | 143202 | 128
to standard-cells of the same height using the area specified ibml15 | 157806 | 161196 [ 128
; Cthi ; ibm16 | 181581 | 181188 | 128
in [44]; third, nets with a degree of less than two are removgd bm17 | 182178 | 180684 | 128
due to the removal of macros, thus most of the derived circuits ibm18 | 210048 | 200565 | 128

do not have connections to I/O pad3herefore, the netlists in
BENCHB are different from that of [44]. But they share the cell
library except that there are no macrossENncHB. In order to
avoid confusion, we rename the circuitenXXin BENCHP by

TABLE Il
PLACEMENT GRID IMPACT ON FINAL WIRE LENGTH

adding "“—p” suffixes to indicate the_ Qiffgrence. For both sets of "o grid] 2228 DPWL|  tot. CPU| 02T
benchmarks, placement row specifications are added. However avgsmall|| 32X32 21[1.22e+07(1.000)| 635(1.000) 041
the PROUDformat only specifies the number of standard-cell 64X64 5|1.16e+07(0.946)] 724(1.140)] 033

rows, while theGSRC BookShefbrmat specifies not only the 3 || o 2 e noodn)| 661959 029

number of rows but also the row locations and row spacing. This Tom04-p || 32X32 266.85e+06(1.000)| 1254(1.000) 0.05
makes these two formats incompatible in terms of row specifi- 64X64 6] 6.5¢+06(0.949)] 1868(1490)] 0.03

X . . 32X32|  44|1.21e+07(1.000)| 2048(1.000 0.13
cation. Even if we conveHENCHB into PROUDformat and run ibm07-p || 64X64 1 1‘023,,0750‘846; 272451,330; 0.09

=)

GORDIAN-L and DoMINO, DOMINO cannot generate rows speci- 128X128 2|1.06e+07(0.874)| 3791(1.851)|  0.07
fied i ; ; 32X32 51| 1.6e+07(1.000)| 2186(1.000)]  0.17
ed in BENCHB as th_e program itself automatlcally sets the row ibmo9-p || 64X64 12| 11604070728y | 3273(1.497) 0.10
locations and spacing. Therefore, we did not rubRGIAN-L 128X128 3]1.16e+07(0.727)| 4114(1.882)|  0.08
and DoMINO on the circuits irBENCHB and only compared our 32X32|  67]3.22¢+07(1.000)| 3429(1.000)|  0.15
; _ : C ibm10-p || 64X64 16(1.91e+07(0.594)| 4471(1.304)| 0.1
placer W|t_h GDRDIAN-L on BENCHP for wire length minimiza 128X128 4[1.92¢+07(0.597)| 5747(1.676) 0.08
tion. We did not us@ENCHP for congestion control experiments 64X64 35| 4.3e+07(1.000)| 7673(1.000) 0.09
because all of the cells ibmXXhave a uniform size, which is ibm14-p gg}’ggg g ig?ﬂg;zg-ggg; 1?:%8122; g-gz
. . Ole+ . B 5
not reasonab_le for r(_)utlrﬁg.We usedseNcHB for congestion GAX6A| 3015 47e+07(1.000)[ T00B0(1.000)|0.10
control experiments instead. ibm15-p || 128X128 9|5.06e-+07(0.925)| 13318(1.321) 0.07
The characteristics of these two sets of benchmascHP 256X256 25.11e+07(0.935)| 16063(1.593)]  0.06

. : : 64X64| 44| 5.9e+07(1.000) 11623(1.000 0.11
andBENCHB, are listed in Table Il. Dangling cells are pruned  ,mi6.p || 128x128 1 5,22”0750,884; 14511&‘248% 0.08

out in BENCHB. The characteristics afENCHI is included in 256X256 2| 5.3e+07(0.898)|19291(1.660) 0.06
Table XII. 64X64 45]7.37e+07(1.000) | 15908(1.000) 0.09
ibm17-p ||128X128 11[6.85¢+07(0.930)| 18444(1.159) 0.08

_ ) 256X256 26.89¢+07(0.936)| 21986(1.382) 0.07

A. Wire Length Minimization Experiments 64X64 51[6.19e+07(1.000) | 12574(1.000)|  0.13
) ) . _ ibml8-p ||128X128 12(5.12¢+07(0.828)| 16266(1.294) 0.10

In this section, we study how the placement grids and dif- 256X256 3|5.13e+07(0.829) [ 19725(1.569) 0.07

ferent coarsening schemes can affect the placement result for
wire length minimization. We companeGP with GORDIAN-L
[12], a well-known quadratic placer and Dragon [17], an adinder different placement grids. Based on the results of mul-
vanced SA-based standard-cell placer, on wire length minimiiple runs of MGP/DomINO, we report the average detailed
tion. We also show the effectiveness of the multilevel approagtacement BBOX wire length (DP. WL), the average total
for handling the large-scale placement problem by comparinigntime in seconds (tot. CPU) and the average percentage
MGP with its flat version. of detailed placement runtime in total runtiméo—pt%) in
1) Placement Grids Impact on Final Wire Lengthve Table Ill. Data in parentheses are normalized.
studied the impact of placement grid on the final wire length From the table, it can be seen that the placement grid should
using circuits inBENCHP. We ranMGP followed by bmiNno  be fine enough so that the wire length estimated in the coarse
"This is because all the I/O pads connect only with the macros which h placeme_nt stage is very close t-o -the wire length-eStlmatEd n
been taken out in these Gircuits. e detailed placement stage. If it is set to be too fine, however,
8Cells with more pins tend to cause high routing congestion if all of the cells Will cause runtime overhead with little wire length improve-
have the same size. ment. Another observation is that fine grid will lead to runtime
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TABLE IV
COARSENING SCHEME IMPACT ON FINAL WIRE LENGTH

circuit FC ESC ESC-fast MHEC MHEC-fast

#ev [WL]CPU || #lev][ WLTCPU |[#lev] WLCPU [[#lev] WL [CPU [[#lev| WL]CPU
avgsmall 5 1 1 10[{0.99] 1.46 71097 1.29] 13]1.03] 1.69 8(1.05] 1.34
avglarge 5 1 1 9]11.03| 1.55 711.051 1.28)| 13{1.07} 1.71 8(1.08] 1.43
ibm04-p 4 1 1| 13(097] 2.11 8(097] 1.48( 14|095] 2.34 81096 1.61
ibm07-p 5 1 1|} 10(1.08] 1.99 711.08] 1.45] 14{1.18] 1.82 9(1.22] 1.44
ibm09-p 5 1 1 14(1.09] 2.22 8(1.11] 1.50( 15)1.11| 1.98 8(1.12] 1.54
ibm10-p 6 1 1 11[{099] 1.61 71111} 1.11 1311.07| 1.16 811.08] 1.04
ibml14-p 6 1 1| 11]1096| 1.75 8(097]1.29( 14|1.03| 1.64 9(1.03] 1.44
ibml15-p 6 1 1 121097 1.83 81097] 1.39)| 13|1.05{ 1.85 811.03( 1.45
ibm16-p 7 1 1 11(1.14] 2.01 711151 1.34( 14|1.16{ 1.76 9(1.14] 1.62
ibml7-p 7 1 1{f 10|1.19] 2.05 711191 1.48( 13|1.20] 1.70 811.19] 1.47
ibm18-p 7 1 1 8(1.03] 1.99 6|1.04] 1.54) 13|1.07| 1.47 9(1.08] 1.38
avg. - 1 1 -11.04] 1.87 -11.05] 1.38 -11.08] 1.74 -11.09( 1.43

reduction in the detailed placement, though the total runtime TABLE V

willincrease Through our experiments we found that for Srna”_WIRE LENGTH MINIMIZATION COMPARISONWITH GORDIAN-L ON BENCHP
to medium-sized circuits, the number of y-partitions of the grid

circuit grid Gor+Dom MGP+Dom

structure should be equivalent to the number of rows to ensure size WL] CPU WL CPU
an accurate estimation in the global placement phase. For large S — (1101‘2 8(557) - ((11?);; 5T0 8(3
i i ; P f avgs . . . E
cwcwts., the grid can be set to a limit of no more than 20 cells in avqlarge || 64X86 || 12.6| 925120 (095)| 764 (083)
each bin. ibm04-p || 64X64 || 6.86| 1577|6.50 (0.95)| 1397 (0.89)
2) Coarsening Schemes Impact on Final Wire Lengttie ibm07-p || 64X64 || 109 4385 10.2 (0.94)) 2724 (0.62)
) . . ibm09-p || 64X64 || 11.8] 6767 11.6 (0.98)| 3273 (0.48)
compared different coarsening schemes to study theirimpacton  jpmiop || 64x64 || 18.8| 14133 || 19.1 (1.02)| 4471 (0.32)
the final wire length using circuits iBENCHP. Three clustering ibml4-p || 128X128 || 40.8| 39657 |139.9 (0.98)| 9112 (0.23)
; . : ; _ ibmi15-p || 128X128 || 52.1| 63876 [ 50.6 (0.97)| 13318 (0.21)
algpnthms are compared: FC glusterlng algorithm [37], ESC al- 6p || 128x128 || 550| 81868 [|52.2 (0.95) | 14511 (0.18)
gorithm [35], and MHEC algorithm [31]. In the FC algorithm, ibm17-p || 128X128| 67.9| 98440 | 68.5 (1.01) | 18444 (0.19)

cells/clusters that have the strongest connection are clustered to- ibmi18-p || 128X128 || 53.7] 129065 || 51.2 (0.95) | 16266 (0.13)

gether. ESC exploits more global connectivity informatiesige

separability to guide the clustering procedsdge separability

is defined as the minimum cutsize among the cuts separatiegs of cells that naturally exist in the netlist [46], which brings

two cells/clusters in the netlist. MHEC performs net coarsenirggpoor hierarchy; 2) although ESC exploits global view on edge

and tries to find as many groups of cells/clusters (that are neeparability, the cutsize may not correlate very well with optimal

wise independent) as possible. ESC and MHEC algorithms weire length; and 3) FC tends to remove a large number of the

quire cluster size constraint so that the generated clusters witiercluster nets in successive coarse netlists and thus, makes it

not be larger than the given area constraint. We recursively cadlsy to find high-quality initial placement results that require

the clustering algorithm to generate a multilevel hierarchy untittle refinement during the uncoarsening phase.

the number of clusters on the coarsest level is no less than 8) Wire-Length Minimization Comparison Witho&DIAN-L

user-specified number, such as 300. Due to the clustering siweBENCH?: We compared our wire length-drivemGP with

constraints, ESC and MHEC tend to generate more levels tHaoRDIAN-L [12] on circuits inBENCHP in Table V. We report the

the FC algorithm. Therefore, we skip refinement on some levdB8OX wire length of the detailed placement results generated

generated by ESC and MHEC and call the derived clusteriby running ®RDIAN-L followed by DoMINO [43] in columns

schemes ESC-fast and MHEC-fast, respectively. Wem@ titled “Gor+Dom.” Also we report the BBOX wire length of

followed by DomINO using each coarsening scheme. For eathe detailed placement results generated by runmi@g fol-

scheme, we report the number of levels of refinement (#le¥pwed by DoMINO in columns titled MGP+ Dom.” We list the

the final wire length (WL), and total runtime (CPU) in Table IVratio between the wire length and runtimemd&P and those of

Final wire length and total runtime of ESC and MHEC are nofSORDIAN-L in parentheses.

malized with respect to those of FC to one. Table V shows thamGP provides a slightly shorter wire
From this table, it can be seen that FC provides the best wiemgth and significantly less runtime, especially for circuits

length with the least runtime. In addition, it is shown that: 1) fiarger than 100K, whereGP is 4 to 6.7 times faster.

is not always good to have more levels of refinements and 2)4) Wire Length Minimization Comparison WithRBGON

the clustering hierarchy matters somewhat. Although two hiesn BENCHB: We compared the wire length-drivemGP with

archies may have the same or a similar number of levels fDRAGON (version 2.20) [17] on circuits iBENCHB. In order

refinement, the better hierarchy will bring better wire lengtto generate a detailed placement, we implemented a simple

with less runtime (for example FC vs. ESC-fastiom16-pand detailed placer which can generate the specified standard-cell

ibm17-p. This would be due to the following: 1) the indepenfows based on the coarse placement results producec3sy

dence requirement that MHEC pursues may destroy some clasd perform greedy cell swapping to reduce the wire lepgth.
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TABLE VI
WIRE LENGTH MINIMIZATION COMPARISONWITH DRAGON ON BENCHB
circuit|| grid avg-DP-WL avg-tot-CPU avg-GP-WL avg-GP-CPU
DRAGON MGP | DRAGON MGP | DRAGON MGP | DRAGON MGP
ibmO1 | 64x64 4.5e+06 4.8e+06(1.05) 800  483(0.60)| 4.5e+06 4.4e+06(0.98) 788  459(0.58)

ibm02 | 64x64 | 1.3e+07 1.4e+07(1.03) 1598 1216(0.76) | 1.3e+07 1.3e+07(1.00) 1560 1101(0.71)
ibm03 || 64x64 | 1.3e+07 1.3e+07(1.04) 1193 869(0.73)| 1.3e+07 1.3e+07(1.02) 1155  786(0.68)
ibm04 || 64x64 | 1.6e+07 1.7e+07(1.06) 1408 1050(0.75)| 1.6e+07 1.6e+07(1.03) 1358  932(0.69)
ibmO5 || 128x64 | 3.7e+07 3.8e+07(1.03) 3853 1756(0.46) | 3.7e+07 3.7e+07(1.02) 3758 1660(0.44)
ibm06 || 128x64 | 1.9e+07 2.1e+07(1.06) 2525 1526(0.60)| 1.9e+07 2e+07(1.03) 2440 1446(0.59)
ibm07 || 128x64 3e+07 3.2e+07(1.06) 3234 2363(0.73) 3e+07 3.1e+07(1.04) 3098 2137(0.69)
ibm08 || 128x64 | 3.3e+07 3.4e+07(1.05) 4800 3145(0.66)| 3.3e+07 3.3e+07(1.02) 4582 2741(0.60)
ibm09 || 128x64 | 2.8e+07 2.9e+07(1.03) 3660 2526(0.69)| 2.8e+07 2.8e+07(0.99) 3462 2247(0.65)
ibml10 || 256x64 | 5.7e+07  6e+07(1.06) 7520 4335(0.58)| 5.7e+07 5.8e+07(1.02) 7168 4029(0.56)
ibmll |[128x128| 4.1e+07 4.3e+07(1.04) 5035 3570(0.71)| 4.1e+07 4.2e+07(1.01) 4881 3343(0.69)
ibm12 || 128x128| 7.1e+07 7.7e+07(1.09) 7574 4878(0.64)| 7.1e+07 7.5e+07(1.07) 7342 4514(0.61)
ibml3 || 128x128| 5.1e+07 5.4e+07(1.07) 6578 4658(0.71)| 5.1e+07 5.3e+07(1.03) 6319 4310(0.68)
ibml4 || 256x128| 1.2e+08 1.3e+08(1.08) 20589 11689(0.57)| 1.2e+08 1.2e+08(1.05) 19444 11068(0.57)
ibm15 |[256x128| 1.3e+08 1.5e+08(1.11) 25800 14456(0.56)| 1.3e+08 1.4e+08(1.08) 24365 13489(0.55)
ibm16 || 256x128| 1.8e+08 1.8e+08(1.03) 31779 17436(0.55)| 1.8e+08 1.8e+08(0.99) 29677 15992(0.54)
ibm17 || 256x128| 2.7e+08 2.7e+08(1.01) 37752 20399(0.54)| 2.7e+08 2.7e+08(0.99) 35505 18657(0.53)
ibml18 |[256x128 | 1.9e+08 2e+08(1.06) 35327 19829(0.56)| 1.9e+08  2e+08(1.04) 32621 18045(0.55)

avg. 1 1.05 1 0.63 1 1.02 1 0.61
The placement grid fomGP is set to be the same as the final TABLE VII
partition gnd DRAGON Used. Based on the results Of multlple MULTILEVEL VERSUSFLAT PLACEMENT WIRE LENGTH COMPARISON
runs of CRAGON andMGP, we report the average detailed place- Srenit TRYTeI] ~GD
ment BBOX wire length (avg-DP-WL), average total runtime WL | CPU WL CPU
(avg-tot-CPU), average global wire length (avg-GP-WL), and , (10°) ) (10%) (s)
average global placement runtime (avg-GP-CPU) in Table VI. ;EES?:{; 1123 §§§§ ?65.3531333 53128:3(1);
The ratios between the wire length and runtimem&P and ibm09-p 143 | 5242 || 11.6(0.81) | 3273(0.62)

ibm10-p 21.8 7093 19.1(0.88) 4471(0.63)

those of IRAGON are listed in parentheses. ibmldp || 499 | 18881 || 3990.80) | 9112(048)

It can be seen thatGP produces results with slightly longer ibm15-p 66.7 | 21252 || 50.6(0.76) | 13318(0.63)

wire length (5%) and a 2 times reduction in runtime for large ?Em}g-P gg-g §§§§§ ég?ggg; }giﬂgggg
. . 1iom -p . . . .

designs when compared wittRBGON. ibmisp || 72.1 | 25720 || 51.20071) | 16266(0.78)

5) Impacts of the Multilevel ApproachThis experiment is
designed to show the impact of the multilevel approach on the )
placement problem. We ran our SA-based placement engine dit) SPeedup by Incremental A-Treghe incremental A-tree
rectly on the original netlist without doing any clustering okIncA-tree) algorithm enables us to directly integrate a global
some circuits IrBENCHP. We call this version afiGP flatmGP. "outer into the placement engine without incurring an overly
The results are shown in Table VII. The wire length ratis@P 10N runtime. In this section, we compare the runtime of using
to flat-MGP is shown in parentheses in column 4. The runtinfB¢A-tree algorithm with that of using an implementation that
ratio is shown in parentheses in column 5. cpmpletgly routes a net by an A-tree algorithm [38] whenever a

The results show that the multilevel SA-based placement 490 Of this netis moved during the SA process.
proach generates results with 11%—29% shorter wire length tharfVe Used some circuits froBeNCHB for this experiment. For
the approach of running the same SA engine on the flat netligéch circuit, we first eliminated all the two-pin nets and only
We can also see a 10%-52% runtime reduction in most of tigpPt the multite_rminal nets for testirig.For a move generated
test cases. It demonstrates that the multilevel approach is vB¥ythe SA engine, we used the IncA-tree algorithm to incre-

effective in handling the large-scale placement problem in terfi€ntally evaluate the congestion and recorded the runtime for a
of both runtime and quality. predetermined number of moves. An identical set of moves was

also evaluated by the A-tree algorithm. Net characteristics and

comparison results are shown in Table VIII.

] ) ] It can be seen in Table VIII that the IncA-tree algorithm can
In this section, we study the performance of the incrementgleeq up the evaluation process by a factor of five and even

A-tree algorlthm for both runtime efficiency and routing Wiremore, when the nets with a higher degree become dominant.

length quality. 2) Routing Wire Length Comparison Between IncA-Tree and
9This simple detailed placer is not as good asviNo for wire length mini- A-Tree: As shown in Section IV-C2, the incremental A-tree al-

mization, therefore, it is not used in the wire length minimization experimengorithm tends to generate routes with longer length due to its
for circuits inBENCHP. As DOMINO can not generate rows specified by G8RC

BookShelformat (as mentioned at the beginning of this section), we can not use!®We use suffixes“r” in the circuit names to indicate that the two-pin nets

it as a detailed placer for experiments BENCHB. are removed from [45].

B. Experimental Results of Incremental A-Tree Algorithm
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TABLE VIl
CONGESTIONEVALUATION TIME COMPARISONBETWEEN INCA-TREE AND A-TREE. TWO-PIN NETS ARE REMOVED
circuit nets characteristics #moves eva. time (s) speed
#mets 3pin 4dpin Spin  67pin IncA-tree | A-tree up
ibmO1-r 5681 36% 18% 14% 32% 12028 15.35 80.24 5.2X
ibm02-r 8506 20% 22% 23% 35% 19062 26.36 | 170.74 6.47X
ibmO03-r 8137 38% 16% 11%  35% 21879 24.18 | 174.79 7.20X
ibm04-r || 10580 37% 16% 13% 34% 26332 37.83 | 462.69 || 12.23X
ibmO05-r || 10433 11% 0% 23% 66% 28146 60.84 | 586.87 9.65X
ibm06-r || 13968 28% 23% 14% 35% 32018 5548 | 623.26 || 11.23X
TABLE IX

ROUTING WIRE LENGTH COMPARISON BETWEEN INCA-TREE ALGORITHM AND A-TREE ALGORITHM

circuit | ibmOl1 ibm02 ibm03 ibm04 ibm05 ibm06 ibmO7 ibmO8 ibm09 ibml0|avg.|max.| min

W—u[;ﬁﬂ"ﬁ%f 146 150 145 141 151 155 144 155 145 147 |148|1.55|141
TABLE X

WIRE WIDTH AND SPACING SETTING FOR CONGESTIONCONTROL EXPERIMENTS ON BENCHB

circuit ibm01 ibm02 ibm03 ibm04 ibm05 | ibm06 | ibm07 [ ibmO8 | ibm09
#layers 4 4 2 2 2 4 2 2 2

(w1, 1) 4,4 (28,28 | (2,2 2,2 (1,1 3,3 @2,2 2,2 2,2
(wa, 52) 4, 4) (2.8, 2.8) 2, 2) 2, 2) 1,1 3,3 2,2 2,2 2,2

(ws, s3) 8,8 |33, 3.8 (6, 6)

(w4, 54) 8,8 |[(38,3.8) (6, 6)

circuit ibm10 ibmll ibml12 ibm13 ibml4 | ibml5 | ibml6 [ ibml7 | ibml8
#layers 2 2 2 2 2 2 2 2 2

(wy,s1) || (1.7, 1.7) | (1.8, 1.8) | (1.8, 1.8) | 2.1, 2.0) | (1.2, 1.2) | (1, D) | (I, D) [ (09, 0.9) | (1, 1)
(wa,s2) || 1.7, 1.7) | (1.8, 1.8) | (1.8, 1.8) | (2.1,2.1) | (12, 1.2) | (1, D | (1, 1) | (09,09 | (1, 1)

feature that supports incremental tree construction/update. W& global routing solution with congestion control is obtained
compared the routing wire length generated by the incrementiging a slope-based cost function for the edge weight to penalize
A-tree algorithm and that generated by the A-tree algorithm [38}e overflowed/highly congested edges (similar to that used in
using some of the circuits IBENCHB. For a placed circuit, we [47]) and by updating the weight after routing each net.
used the incremental A-tree algorithm and A-tree algorithm to We useBeNCHB for the comparison on congestion control
route the nets and compared the total routing wire length pioetweermGP andvwGP-cg andvMGP-cg.rdi! For each circuit,
duced by these two algorithms in Table IX. Two-pin nets amge ranMGP to perform wire length-driven placement and ran
included in the netlist. MGP-cg anduGP-cg.rd to perform a congestion-driven place-
From this table, it can be seen that in terms of total routingent. The GA-tree-based global router is used to evaluate the
wire length, the incremental A-tree algorithm produces routesngestion of the placement results. The wire width and spacing
with about 50% more length than the A-tree algorithm. Howfer each layer used in each test case is listed in Tabke X.
ever, as explained in Section IV-C2, the incremental A-tree con-In Table Xl, we report the congestion pictures in total
struction is never intended to be used as the final measuremeverflow (tot. ov), the maximal boundary congestion (max.
of placement congestion. Rather, it is used to guide the plateeg), the minimal boundary congestion (min. b.cg), the routing

ment optimization. wire length (routing WL) and total BBOX wire length ferGP,
_ . MGP-cg andvGP-cg.rd.
C. Congestion Control Experiments on BENCHB It can be seen that although in terms of the BBOX wire length,

In order to evaluate the effects of the congestion optimiz4ire length-drivenMGP offers better results. In general, the
tion, we implemented a global router based on the graph-baggsting wire length actually becomes larger than that generated

A-tree (GA'tree)_ algorithm [39] to evr_;lluate the congestion of 81156cause there is no timing information in this set of benchmarks, layer as-
placement solution. When constructing an A-tree topology feignment based on timing criticality was not performed: instead, a simple layer

a net, the GA-tree algorithm can consider both the congestigisignment based on t_hel_net |ength|0rder is performed. However, our algorithm
and the obstacle information. This algorithm works on a routirfg", SUPPO"t timing criticality-driven layer assignment.

hwh d t ting bi ded as there is no unit for length in th@ SRC BookShelérmat, the width and
graph where nodes represent routing bins and edges correspAlfng have no unit. For each circuit, we chose the wire width and spacing to

to the shared boundaries of adjacent bins. create a congested (or near congested) routing case.
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TABLE Xl
CONGESTIONCONTROL COMPARISON BETWEEN MGP,MGP-CG.RD, AND MGP-CG ON BENCHB

circuit|| grid BBOX WL routing WL max. b.cg min. b.cg tot. ov CPU (s)
name || size MGP| MGP] MGP|[ MGP| MGP[ MGP|[[MGP| MGP[MGP||MGP| MGP[MGP|[ MGP| MGP[ MGP|| MGP[ MGP| MGP
-cg.rd -Ccg -cg.rd -cg -cg.rd| -cg -cg.rd| -cg -cgrd| -cg -cg.rd -cg

ibmO1{| 32x64 |{4.71e6|5.04e6(5.23e6(|5.76e6|5.66e6{5.67¢6|[ 1.47| 1.24[ 1.13[| 0.00| 0.00( 0.11{[ 1728 905 420 1039 7244| 17313
ibm02|| 32x64 |(1.32e7| 1.4e7|1.41e7||1.76e7| 1.7¢7| 1.6e7|l 1.38| 1.25| 1.14| 0.00| 0.08( 0.08| 6844| 3104 1247(| 1898| 12113| 37658
ibm03|[ 32x64 |(1.31e7(1.37e7|1.31e7|[1.73e7|1.66e7|1.44e7|| 1.38| 1.34| 1.09{ 0.02] 0.02| 0.26|( 7031| 3494 93[| 905{ 5400| 27221
ibm04|( 64x64 |/1.66e7|1.74¢7|1.73e7(|1.97e7|1.96e7|1.87¢7|| 1.20| 1.22| 1.06(| 0.06] 0.14| 0.14| 1256| 639 78| 1228 9709| 27922
ibmO5 || 64x64 |(3.71e7|3.88e7|3.93¢7|| 4.7¢7|4.56e7|4.29¢7|| 0.99| 0.93( 0.98} 0.02] 0.02( 0.03 0 0 0| 1859| 13444| 52718
ibm06|( 64x64 |(/1.93e7(2.05¢7(2.09¢7|(2.77€7|2.68e7| 2.6e7|| 1.65| 1.61| 1.51{| 0.00( 0.09| 0.26|(54354|38715|29998| 2854| 22435| 89020
ibmO07|[ 64x64 |3.18e7|3.31e7|3.33¢7(|4.57¢7|4.48¢7|4.33e7|| 1.78| 1.78{ 1.69|| 0.03| 0.07( 0.21(|75144|63947[47443(| 2410| 14683| 43618
ibm08 || 64x64 [|3.31e7|3.49¢7(3.56e7|(4.89¢7|4.61€7|4.46e7 || 1.50| 1.41| 1.44|| 0.02 0.08| 0.14(/26890(15157| 9690| 3023| 17149| 71075
ibm09|| 128x64 |[2.74¢7|2.88¢7(2.93¢7||3.49¢7|3.43¢7|3.26¢7|| 1.23| 1.17| 1.07| 0.00| 0.06| 0.06|| 2512| 1638| 181 2889| 17813 69225
ibm10|| 128x64 [|5.85e76.09¢7(6.13¢7||7.58¢7| 7.5¢7|7.14e7|| 1.35| 1.41| 1.26|| 0.00 0.00| 0.03{/12392| 8801| 4416| 4870| 27439104209
ibml1|[ 64x128 |(4.19¢7(4.37e7|4.36e7|(4.85e7|4.78e7(4.59¢7|| 1.25| 1.10| 1.02|| 0.17| 0.19| 0.15|f 3014| 811 271| 3440| 17923} 72010
ibml2|| 64x128 || 7.7¢7|7.69¢7|7.95¢7|(1.14e8)|1.08e8(9.86¢7|| 1.52| 1.52| 1.35| 0.04| 0.00| 0.01{{92152|55506(19838|f 4881| 28042(104519
ibm13|[ 64x128 ||5.14e7(5.36e7|5.41¢7(|7.31€7(6.82¢7| 6.4e7| 1.51| 1.38| 1.31{| 0.02] 0.07( 0.11(|74266|36200{20990(| 4393| 27312| 76768
ibml14|[128x128|(1.31e8|1.36e8|1.36e8(|1.49e8|1.47e8|1.43e8|| 1.01 1.01| 1.01f 0.00| 0.00| 0.07 88 17 3| 9508| 83291|258155
ibm15|[128x128|[1.47e8|1.52¢8|1.52e8(|1.82e8|1.77e8|1.67e8|| 1.14| 1.10 1.07[ 0.05] 0.07| 0.04|| 3971| 1595 288(|13285| 74458263706
ibm16|[256x128|(1.77e8|1.79¢8|1.85e8|| 2.1€8|2.08¢8(2.01e8|( 1.14| 1.09| 1.02|| 0.00| 0.00| 0.00|; 316 68 31{19548|114612{633760
ibm17|[256x128]|2.61e8|2.68¢8|2.68¢8||3.01e8(2.98¢8|2.86e8|| 1.10| 1.01| 1.01[| 0.00] 0.00( 0.00|| 2187 1745 955(|20603|160752|676954
ibm18|{256x128|(1.92e8| 2e8|2.02e8|(2.37e8|2.32e8(2.21e8|| 1.30| 1.22| 1.16]| 0.00| 0.01] 0.14{[10717| 4930 805|/19904}|162056 (805802

avg. 1[ 1.04] 1.05 1| 097] 093 1| 0.95] 0.90 - - - 1] 0.55] 0.26 1] 6.62] 2491
TABLE Xl
CONGESTIONCONTROL COMPARISON BETWEEN MGP,MGP-CG.RD, AND MGP-CG ONFIVE REAL INDUSTRIAL DESIGNSFROM IBM
circuit || #cells | #nets grid routed WL max. cg #edges-ov #nets-ov cpu (s)
size MGP[ MGP[ MGP|[MGP| MGP[MGP[[MGP] MGP[MGP[[MGP| MGP]MGP|[ MGP[| MGP[ MGP
-cg.rd -cg -cgrd| -cg -cgrd| -cg -cgrd| -cg -cg.rd -Ccg
ind1 1099 | 1179 8x8 113 112 101 1.0 1.0 1.0 0 0 0 0 0 0 57 147 739

ind2 || 30997 | 32027 | 64x32 5520 5494| 5369| 1.1| 1.1| 1.1| 1014 754| 426(| 3608| 3096|2566|| 1927 10247| 40642
ind3 || 72940 | 73386 | 64x64 (| 11601| 11940| 11863|| 13| 1.1| 1.03 9 3 1| 133 57| 24| 5722} 18527| 59340
ind4 (| 141862153708 |128x 128 |( 180094 | 1809981179473 || 2.53| 2.53| 2.53| 5255| 4783 (4315 2809 | 2798 | 2634 || 58929 | 128036 {361480
ind5 ||216111|221133[128x128|| 69545| 69362 69188)| 1.7 1.7| 1.7])1396] 1310|1145 724| 652| 629|/38773| 92109(288096

by MGP-cg on average. This implies that the BBOX wire lengtfiowed edges? and the number of nets that overflow. It confirms
is no longer a good metric for routability. A similar conclusiorthat the placement results generatedityP-cg have less con-
was also drawn in [30]. Meanwhile, theGP-cg reduces any gestion than that by GP, with fewer congested edges and nets,
existing total overflow by 45%—74% on average and reduct#®ugh it runs much slower. The reduced-med&P-cg.rd pro-
either the routing wire length or the maximal boundary congegides a tradeoff between the runtime and the quality of result.
tion, demonstrating that the congestion control performed in the

placement phase can benefit the routing phase. It is also shown VI. SUMMARY

that by properly placing the modules/blocks/cells in the place- .
ment phase, good interconnect planning can be carried out j e present a mquIeng SA—base(_j global plagemen.t algo-
the routing phase. The results\o&P-cg with the reduced mode"ithm (MGP) with congestion control integrated with an incre-

demonstrate the tradeoff between the runtime and the solutmﬁntal A-tree algor_lth_m "J!”d fast LZ-routing for fa?‘ congestion
quality. evaluation and optimization. Our placement engine also has a

hierarchical area density control, which allows us to place both
big and small clusters together. Our experiments show that our
MGP program is competitive in both wire length and runtime.

We also ran our program on five real industrial circuits froncrhe congestion-drivenGP (MGP-cg) can significantly reduce
IBM (named ind1 to ind5, to avoid name confusion with th?outing congestion.

published IBM benchmark used in the previous section) on a
Sun workstation running at 400-MHz frequency, followed by
IBM’s in-house legalization and routing tools. These circuits
use IBM ASIC standard cell libraries, with feature size ranging
from 0.15to 0.25:m. Some circuits have a number of preplaced We only discuss the auxiliary data structure for storing seg-
macros (not counted in the numbers of cells). ments on a horizontal routing layer because the data structure
Table XII shows the number of placeable cells (#cells), tHer a vertical routing layer can be similarly built. To simplify
number of nets (#nets), the grid size, the comparison of routed
wirelength (in mm), maximum congestion, the number of over-13BM tool reports the number of overflowed edges, not the total overflow.

D. Congestion Control Experiments on Industrial Circuits

APPENDIX
DATA STRUCTURE FORSTORING WIRE USAGE
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il 2[ 5] 4] s] 6] 7] 8]

Fig. 6.  Wire usage storing hierarchy in a row.
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between rows; and! and columns andj, if NV, ; is a node
stored in our data structure, it can be calculated by adgling ;

and all theUy; ., x (j — 7 + 1) for all the ancestors of node
Ni,1,4,5. For example, if we want to query the usage between
rows 1 and 4, columns 1 and column 4, we only need to add
51747174, U1747174 X 4 andU1747178 x 4.1n general, givelim X 2™
bins,
takes at most lookups to find all thé/ values. For a query that

if aquery has a corresponding node in our tree hierarchy, it

can be broken down wk,l-,ilijNk,l,]d%“l,jz? ey Nk,l,jr+1,ja
it takes at most lookups to find all thd/ values. Finally, for
any query, it takes at most#h node lookups to find all th&

N_L1Lij N_1,2
N_2.2i; N_14j
N_33,j i
N_4.4,] N_18i]
N_5,5,ij N S/onj
N-6.61) N_5.8,i,j
N_7,7, N 781
N_88,,j

Fig. 7. Wire usage storing hierarchy combining multiple rows.

values.

Because the complexity of a query depends on whether the
row numbers can fit into the tree hierarchy, we always use the
minimum range that can cover our range to form the query in our
LZ-router and use its density as an approximation of the queried
density.
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the discussion, we assume that each wire has a unit width.
first discuss how the wire usages in a given row are stored. In
Fig. 6, a tree is formed to store the wire usages. Each Ngge

in the tree has a variablg; ; to store the number of segments 1]
that start from biri and end at birj. For example, nod#’s 4 has 2]
Us 4 to store all segments starting from bin 3 and ending at bin 4.

If a wire segment cannot be properly stored in one node, it will [3]
be broken into a set of segments where each segment can fit into
anode. We always choose the set with minimum cardinality. For4]
example, a segment starting from bin 2 and ending at bin 8 will
be stored at noded; 2, N3 4, and N5 g. It is easy to see that [5]
for a row of 2* bins, it takes less tha2Zv, — 2 nodes to store a
segment. For each node, we also have another vaibablehat (6]
stores the summation of all wire usages of the nodes under it.

For example, for nodéV; 4, we will also store the summation [7]
of wire usages of nodes; 1, Na 2, N33, Na4, N1 2, andNs 4

(S14a =U1g+ Uz +Us3+Usy+Upp x 24 Usy x 2). 8]
It also takes, at mos2n — 1 updates for inserting or deleting a
segment. -

The above data structure only helps to efficiently answer a
query in a single row. For queries involving multiple rows, we
need another auxiliary data structure. If we halferdws, we (10l
also build a similar tree to store the sum of the usages of the
adjacent rows. We us¥y, ;. ; ; torepresentthe nodg; ; onrow  [11]
k. We will build a similar hierarchy on these nodes to represent
multiple-row usage. We defing;, ; ; ; = Zi:k Sezije [12]

For example, in Fig. 7, we show the hierarchy generated from
each nodeV; ; in every row from rows 1 and 8. For each update[13]
of a node, it requiresn updates on the second multiple-row
hierarchy. Therefore, the total updates for a segment is at mog4]
2n — 1+ (2n — 2)m.

Given the above data structure, we can efficiently answe[r15]
some usage queries. For a query asking for the usage of bins

{Rle'l'able I
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